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Transcript 



Experiment Design and Data Analysis
When dealing with measurement and simulation, a careful experiment design and data
analysis are essential for reducing costs and
drawing meaningful conclusions. The two issues are coupled, since it is usually not possible to select all parameters of an experiment
without doing a preliminary run and analyzing
the data obtained.
Simulation Techniques
• Continuous-Time Simulation
• Discrete-Event Simulation
A Standard Uniform Random Variable Y
• Let us assume that Y is a random variable uniformly distributed between 0 and
1. That is


0, if x < 0,






FX (x) = P [X ≤ x] =







x, if 0 ≤ x ≤ 1,
1, if x > 0.
Generating a Random Variable X with Distribution G(.)
• Define X = G−1(Y ).
• Then,
FX (x) = P [X ≤ x]
= P [G−1(Y ) ≤ x]
= P [Y ≤ G(x)]
= G(x).
Fundamentals of Data Analysis
The most fundamental aspect of the systems
of interest is that they are driven by a nondeterministic workload. The randomness in the
inputs makes the outputs also random. Thus,
no single observation from the system would
give a reliable indication of the performance
of the system. One way to cope with this
randomness is to use several observations in
estimating how the system will behave “on
average”.
Some Questions
• How do we use several observations to estimate the average performance, i.e., what
is a good estimator based on several observations?
• Is an estimate based on several observations necessarily more reliable than the
one based on a single observation?
• How do we characterize the error in our
estimate as a function of the number of
observations? Or, put another way, given
the tolerable error, how do we determine
the number of observations?
Some Questions (continued)
• How do we perform experiments so that
the error characterization is itself reliable?
• If the number of needed observations is
found to be too large, what can we do to
reduce it?
Some Assumptions
• Let X denote a performance measure of
interest (e.g., the response time).
• We can regard X as a random variable
with some unknown distribution. Let s
and σ 2 denote its mean and variance respectively.
• Suppose that we obtain the observations
X1, X2, · · · , Xn as a sequence of i.i.d. random variables where for each i, E(Xi) = s
and V ar(Xi) = σ 2.
Sample Mean Estimator X
•
n
1 X
X=
Xi
n i=1
• X is an unbiased estimator because
n
n
X
1 X
1
Xi] =
E[X] = E[
E[Xi] = s
n i=1
n i=1
Variance of Sample Mean Estimator X
2 = E[(X − s)2 ]
σX
n
n X
1 X
E[(Xi − s)(Xj − s)]
=
n2 i=1 j=1
n
1 X
2 + 1
=
E[X
−
s]
i
n2 i=1
n2
n
X
=
n
X
E[(Xi − s)(Xj − s)]
i=1 j=1,j6=i
n
2 X
σ2
n
σ2
=
n
n
X
+ 2
Cov(Xi, Xj )
n i=1 j=i+1
Variance of Sample Mean Estimator X
(continued)
• If σ is finite, then we have
2 = 0.
lim σX
n→∞
• That is the sample mean will converge to
the expected value as n → ∞. This is one
form of the law of large numbers.
2
Sample Variance Estimator δX
•
n
X
1
2 =
δX
(Xi − X)2
n − 1 i=1
2 (continued)
Sample Variance Estimator δX
•
φ =
n
X
E[Xi − s + s − X]2
i=1
n
X
n
1 X
=
E[(Xi − s) −
(Xj − s)]2
n j=1
i=1
• Expanding the square, taking the expectation operator inside, and noting that E[(Xi−
s)2] = σ 2 for any i, we can have as in the
next page:
2 (continued)
Sample Variance Estimator δX
φ =
n
X
i=1
[σ 2
σ2 2 X
−
−
Cov(Xi, Xj )
n
n j6=i
n X
1 X
+ 2
Cov(Xj , Xk )]
n j=1 k6=j
=
(n − 1)σ 2
n
n
X
2 X
−
Cov(Xi, Xj )
n i=1 j=i+1
2 (continued)
Sample Variance Estimator δX
2]= φ
• It is easy to see that E[δX
n−1
• Thus, we see that if Xi’s are mutually independent, δX is an unbiased estimator of
σ, but not otherwise in general.
σ2
n
• Since V ar(X) =
in this case, we can
also define an unbiased estimator of V ar(X),
denoted
δ2 ,
X
as simply
2
δX
n.
Characterization of the value of s
• The measures X and δ 2 give some idea
X
about the value of s.
• For a more concrete characterization, we
would like to obtain an interval of width e
around X, such that the real value s lies
somewhere in the range of X ± e.
• Since X is a random variable, we can specify such a finite range only with a probability P0 < 1.
• The parameter P0 is called the confidence
level, and must be chosen a priori.
Characterization of the value of s (continued)
• Thus, our problem is to determine e such
that
P r(|X − s| ≤ e) = P0
• The parameter 2e is called the confidence
interval, and is expected to increase as P0
increases.
• To determine the value of e, we need to
know the distribution ofX.
• To this end, we use the central limit theorem, and conclude that if n is large, the
distribution of X can be approximated as
√
N (s, σ/ n), i.e., normal with mean s and
variance σ 2/n.
Characterization of the value of s (continued)
• Let
√
Y = (X − s) n /σ
• Then, the distribution of Y must be N (0, 1).
• We can find e0 such that
P r(|Y | ≤ e0) = P0 = 1 − α
• Let P r(Y ≤ Zβ ) = 1 − β. Zβ can be found
from a standard table. Then, e0 can be
found as
e0 = Zα/2
Characterization of the value of s (continued)
• Accordingly, we have
P r(|Y | ≤ Zα/2)
√
= P r(|(X − s) n /σ| ≤ Zα/2)
√
= P r(|(X − s) ≤ Zα/2 σ/ n)
• Thus, we can have
√
e = Zα/2 σ/ n
where σ is unknown.
• We can substitute δX for σ, but that will
not work because the distribution of the
√
random variable (X −s) n /δX is unknown
and may differ substantially from the normal distribution.
Characterization of the value of s (continued)
• T get around this difficulty, we assume
that the distribution of each Xi itself is
normal, i.e., N (s, σ). Then, Y = (X −
√
s) n /δX has the standard t-distribution
with (n − 1) degrees of freedom. We denote the latter as Φt,n−1(.).
• Let P r(Y ≤ tn−1,β ) = 1 − β. tn−1,β can be
found from a standard table.
• Then, we can write
P r(|Y | ≤ tn−1,α/2) = 1 − α
Characterization of the value of s (continued)
• Accordingly, we get
√
P r(|(X − s) n /δX | ≤ tn−1,α/2) = 1 − α
• We can put the above equation in the following alternate form
P r[X − η ≤ s ≤ X + η] = 1 − α
where
δX tn−1,α/2
η=
√
n
Characterization of the value of s (continued)
• The last formula can be used in two ways:
– to determine confidence interval for a
given number of observations, or
– to determine the number of observations needed to achieve a given confidence interval.
• For the latter, suppose that the desired error (i.e., fractional half-width of the confidence interval) is q. Then
2 t2
δX
δX tn−1,α/2
n−1,α/2
≤ qX ⇒ n ≥
√
n
q 2X 2
Characterization of the value of s (continued)
• For the latter, suppose that the desired error (i.e., fractional half-width of the confidence interval) is q. Then
2 t2
δX
δX tn−1,α/2
n−1,α/2
≤ qX ⇒ n ≥
√
n
q 2X 2
• Since δX , X, and tn−1,α/2 depend on n, we
should first “guess” some value for n and
determine δX , X, and tn−1,α/2. Then, we
can check if the above equation is satisfied. If it is not, more observations should
be made.
Characterization of the value of s (continued)
• In the previous cases, we considered a twosided confidence interval. In some applications, we only want to find out whether
the performance measure of interest exceeds (or remains below) some given threshold.
• For example, to assert that the actual
value s exceeds some threshold X − e, let
√
Y = (X − s) n /δX . Then
P r(s ≥ X − e) = P0 = 1 − α
Characterization of the value of s (continued)
• Accordingly, we get
P r(Y ≤ e0) = 1 − α
where e0 = tn−1,α.
• Thus, we find
δX tn−1,α
e=
√
n
Example:
Five independent experiments were conducted
for determining the average flow rate of the
coolant discharged by the cooling system. One
hundred observations were taken in each experiment, the means of which are reported
below
3.07 3.24 3.14 3.11 3.07
Based on this data, could we say that the
mean flow rate exceeds 3.00 at a confidence
level of 99.5%? What happens if we degrade
the confidence level to 97.5%?
Solution:
• The sample mean and sample standard
deviation can be calculated from the data
as: X = 3.126, δX = 0.0702.
• From the table, we get t4,0.005 = 4.604.
Thus, we have:
P r(Y ≤ 4.604)
√
= P r[(X − s) n /δX ≤ 4.604]
√
= P [(3.126 − s) 5/0.0702 ≤ 4.604]
= P r(s ≥ 2.9815)
= .995
• Therefore, with the confidence level of
0.995, we cannot be sure that the the flow
rate exceeds 3.00.
Solution: (continued)
• The sample mean and sample standard
deviation are the same as before.
• From the table, we get t4,0.025 = 2.776.
Thus, we have:
P r(Y ≤ 2.776)
√
= P r[(X − s) n /δX ≤ 2.776]
√
= P [(3.126 − s) 5/0.0702 ≤ 2.776]
= P r(s ≥ 3.039)
= .975
• Therefore, with the confidence level of
0.975, we can be sure that the the flow
rate exceeds 3.00.
Regression Analysis
• Let X and Y denote the input and output
parameters of interest. Let Xi, i = 1 · · · n
denote an increasing set of values of the
input parameter, and Yi, i = 1 · · · n the
corresponding observed values of the output parameters.
• Then we want to determine a function
Y = f (X) that is consistent with these
observations.
• Because of the effect of uncontrolled variables and measurement errors, we will not
observe the true value f (Xi) at point Xi.
Instead, what we get is
Yi = f (Xi) + ²i
where ²i is a random variable representing
the unknown error such that E(²i) = 0.
Regression Analysis (continued)
• Let α1, · · · , αk denote the k unknown parameters of the assumed function f . For
clarity, we will write f as f (X; α1, · · · , αk ).
Presumably, αj ’s have some actual values, that we do not know. All we can
do is to estimate their values from the
data. We shall denote the estimated values by using the circumflex (ˆ) symbol.
Thus fˆ(X) = f (X; αˆ1, · · · , αˆk ).
Regression Analysis (continued)
• As for Y ’s, there are three types of values
to consider:
1. Actual values: denoted Y, e.g., Yi =
f (Xi; α1, · · · , αk ).
2. Observed values Yi’s, related to Yi as
Yi = Yi + ²i.
3. Estimated values: denoted Ŷ , e.g., Ŷi =
fˆ(Xi) = f (Xi; αˆ1, · · · , αˆk ).
Regression Analysis (continued)
• The total variation of the observed values
about the estimated values is given by QE ,
QE =
n
X
[Yi − fˆ(Xi)]2
i=1
The estimation now involves finding values of αi’s such that QE is minimized.
The resulting estimate is called the regression of Y over X.
Gauss-Markov Theorem
The least squares method yields an unbiased
estimator of αi’s, and minimizes variance in
estimated values if the following conditions
are satisfied:
• f (X) is linear in αi’s. That is, f (X) =
α1g1(X) + · · · + αk gk (X), where gi’s are
arbitrary but fully known functions.
• There is no uncertainty (or error) in the
values of Xi’s.
• Error in observed values of Y (i.e. ²i) has
zero mean.
• All measurements are uncorrelated.
Gauss-Markov Theorem (continued)
• It can be shown that
V ar(Ŷ ) =
k
X
i=1
gi2(X)V ar(α̂i)
Thus, minimum variance estimation of αi’s
implies minimum variance for Ŷ .
• From the definition of QE , we have
QE =
n
X
i=1
[Yi − αˆ1g1(Xi) − · · · − αˆk gk (Xi)]2
Gauss-Markov Theorem (continued)
• To find the global minima, we set the
partial derivatives with respect to αˆj ’s to
zero. Thus, we have
n
X
gj (Xi) [Yi−αˆ1g1(Xi)−· · ·−αˆk gk (Xi)] = 0,
i=1
for j = 1 · · · k.
• The above equations can be put in the
following matrix form
Πα = θ
where α = [α1, · · · , αk ] and θ = [θ1, · · · , θk ]
are column vectors, and Π = [πjm] is a
k × k matrix. The elements of Π and θ are
defined as follows:
πjm =
n
X
i=1
gj (Xi)gm(Xi) and θj =
n
X
i=1
gj (Xi)Yi
Example:
Suppose that the hypothesized “actual” function is quadratic and is given by
Y = f (x) = a1 + a2x + a3x2
Find expressions for estimated values of ai’s.
Solution:
Throughout this problem we assume that the
summations are over i ranging from 1 to n.
P j
Let zj = xi for j = 1 · · · 4. Then, teh equations satisfied by ai’s are as follows:

P
Yi
aˆ1
n z 1 z2

 P


xiYi 

 z1 z2 z3   aˆ2  = 
P 2
aˆ3
z2 z3 z4
xi Yi




from which we can get expressions for ai’s. It
is also easy to show from here that E[aˆ1] = a1,
i.e., the estimates are unbiased.
Linear Regression
• Linear regression arises in practice quite
P
often. Let Y = α + βx, x = i xi/n, and
P
Y = i Yi/n. It is easy to verify that the
following estimates can be derived for α
and β.
β̂ =
n
X
i=1
(xi − x)Yi/
n
X
i=1
2
(x2
i −x )
α̂ = Y − β̂x
• Since Ŷ = α̂ + β̂x, from the last equation
above, we get
Ŷ = Y + β̂(x − x)
Linear Regression (continued)
Let Y denote the sample average of Yi’s. Since
Yi = α + βxi, we have Y = α + βx. Thus, we
get
Yi = Y + β(xi − x)
Pn
Let zi = xi − x and γ = i=1 zi2. Since Yi =
Yi + ²i, E[Yi] = Yi. We can show that the
estimates of α and β are unbiased as follows:
•
n
n
1 X
1 X
E[β̂] =
ziE[Yi] =
ziYi
γ i=1
γ i=1
n
n
X
1 X
= [
Yzi +
βzi2] = β
γ i=1
i=1
•
E(α̂) = E[Y − β̂x] = Y − βx = α
which also means that Ŷ is an unbiased
estimate of Y, that is E(Ŷ ) = Y.
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