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THE RELIABILITY OF K OUT OF N SYSTEMS
BY PHILIPJ. BOLAND
A ND FRANKPROSCHAN'
University College Dublin and Florida State University
A system with n independent components which functions if and only if
at least k of the components function is a k out of n system. Parallel systems
are 1 out of n systems and series systems are n out of n systems. If p = ( P I ,
. ., p,) is the vector of component reliabilities for the n components, then
hk ( p )is the reliability function of the system. It is shown that hk ( p )is Schurconvex in [ ( k - I ) / ( n - I ) , 11" and Schur-concave in [0, (k - l ) / ( n- I ) ] " .
More particularly if fl is an n x n doubly stochastic matrix, then hk(p) 2
( 5 ) h k ( p n )whenever p E [ ( k - I ) / ( n - I ) , 1In([0,( k - l ) / ( n- I ) ] , ) . This
Theorem is compared with a result on Schur-convexity and -concavity by
Gleser [2] which in turn extends work of Hoeffding [4].
.
1. Introduction and summary. A k out of n system is a system with n components
which functions if and only if k or more of the components function. Herein we assume
that the n components of the system function independently. If p = ( p l , .. .,pn)is the
vector of component reliabilities (functioning probabilities) and E = ( E ~...
, , E,) represents
any vector with components equal to zeroes or one, then
is the probability that k or more of the components function. This function hh: [0, 11" +
[O, 11is called the reliability function for a k out of n system with independent components.
A one out of n system is a parallel system, an n - 1 out of n system is a "fail-safe" system
(see Barlow-Proschan [I]), and an n out of n system is a series system. For these systems
it is easy to see that
and
hn (p) =
n,"=lpi.
Note that if S is the number of successes in n independent Bernoulli trials, where for i =
1, . ., n, pi is the probability of success on the ith trial, then P(S r k ) = hh(p) =
hh (pl, . ,p n ) Hence the results in this paper on k out of n systems have interpretations
in terms of the number of successes in Bernoulli trials.
.
.
If p
=
(p,,
...,p,),
then let p = (C; piln,
.. , C?pi/n).
Hoeffding ([4], 1956) showed that
and
hh(p1, ",,pn) 5 hh(E), . . . , P )
if E 3 p i k~ - 1.
Received April 1980.
'Research supported by Air Force Office of Scientific Research, U.S.A.F., under Contract No.
F49620-82-K-0007.
AMS 1980 subject classifications. Primary 60C05,62N05;secondary 62315, 26B25.
Key words and phrases. k out of n systems, majorization, Schur-convexity and Schur-concavity,
independent Bernoulli trials.
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Gleser [2],using the theory of majorization and Schur functions (see Marshall and Olkin
[5],Theorem 12. K.l), extended Hoeffding's result and showed that h k ( p )is Schur-convex
in the region where Ci' pi 2 k + 1 and Schur-concave in the region where C; pi 5 k - 2.
More particularly Gleser showed that i f p = ( p l , . . .,p,) E [0, 11" and rI is a doubly
stochastic matrix, then
h k ( p )r hk ( p H ) whenever
C i pi r k + 1
and
hk ( p )5 hk ( p n ) whenever xi' pi 5 k - 2.
This result allows one to make more general comparisons than one could with Hoeffding's
result. T h e major result o f the present paper enables one to extend the regions o f Schurconvexity and -concavity o f the function hk ( p ) .T h e result is as follows:
THEOREM1.1. h k ( p ) is Schur-concave in the region [0, ( k - l ) / ( n- I ) ] " and Schurconvex in the region [ ( k - l ) / ( n - I ) , 11".
.
2. Majorization, Schur-convexity, and Schur-concavity. A vector x = ( X I , . .,
x,) is said to majorize a vector y = ( y l , . y,)(x > y ) i f x [ l l ? ~ [ l l~, [ l+l ~ [ z lYr[ I I+ Y [ Z I ,
-,E7-l x[i]2 CY-' ~ [ i ]and
,
E7 x[i]= Ci' y[i],where the x[iis and y[i<sare components o f
x and y respectively arranged in descending order. T h e following lemma characterizes
majorization and is due t o Hardy, Littlewood and P61ya ( [ 3 ] 1934)
,
(see also Marshall and
Olkin [ 5 ] ,Theorem 2.8.2).
.
--
a ,
L E M M A2.1. The vector x majorizes the vector y if and only if there exists a n n x n
doubly stochastic matrix rI such that y = xrI.
A real valued function h $fined on a set A C R" is Schur-convex (Schur-concave)i f
h ( x ) r ( ~ ) h ( whenever
y)
x > y and x , y E A. Now assume that A c R" is a permutation
symmetric convex set with nonempty interior. I f h is continuously differentiable on the
interior A Dof A and continuous on A then h is Schur-convex (-concave)on A i f and only
ifforalli#jandxEAO,
This characterization o f Schur-convexity (-concavity) is known as the Schur-Ostrowski
condition (see Marshall and Olkin [5]).
In investigating regions o f Schur-convexity o f the reliability function hk : [0, 11" +
[O, 11, we use the following notation. I f r E [0, 11" and 8is any integer then h e ( r ) ( h (f r ) )
will denote the probability that L or more (exactly 8) independent components with
respective probabilities r l , ., rmfunction. Note for example that with this notation h-l ( r )
= 1 and h Z l ( r )= 0. W e assume here that p = ( P I , . . .,p,) E [0, 11" and let pi(pi') be the
vector in [O, 1]n-1([0,1]"-2)
obtained from p b y deleting its i t h coordinate ( i t h and j t h
coordinates).
..
L E M M A2.2. For 1 5 k < n , p E (0, 1)" and n > 2,
for all i,j, i
+j.
PROOF. For any index i, 1 5 i 5 n , we have that
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Hence for j # i,
ahk
( p ) = hk-l(pi) - hh(pi)
api
=pjhk-z(piJ)+ ( 1 -pj)hk-i(piJ)- (pjhk-I@')
+ (1-pj)hk(~')).
Therefore
=
-(pi
-
[ ( h h - ~ ( ~-' )hh-1 (P')) - ( h k - l ( ~ ' )- hk ( p Y ) ) ]
= -(pi - pj)2[hff-z(pi')
- h&l(pi')].
We see then by the Schur-Ostrowski condition (2.1) that h k ( p ) is Schur-convex
. particular note
(-concave) in regions where for all i, j, i Z j, h % - z ( p u )5 ( r ) h f f - l ( p q )In
that if k = 1 (respectively n ) ,i.e. for a parallel (series) system, h t - ~ ( p " '=) 0 (hk*-~(p?=
O ) , and hence h l ( p ) ( h n ( p )is) Schur-convex (-concave) in [0, 11".
LEMMA2.3. Let n > 2 and k be such that 2 5 k
5 n.
Then for any i # j,
h f f - ~ ( p "5' ) (?)h$-l(pi')
wheneverp,
2
(:)(k - l ) / ( n- 1)for all L# i, j.
PROOF.Due to the symmetry of the situation, we need only show that h f f - z ( p ' 2 )5
hff-l(p12)whenever p , ? ( k - l ) / ( n- 1) for L = 3, . ., n. In this proof, E = (e3,
en)
and E' = ( E ; , .. ., E L ) will denote n - 2 dimensional vectors whose components are zeroes
.. en = k - 2 and e2 +
eh = k - 1. Now
or ones such that e3
.
+
..
a ,
.+
+
and
(2.2b)
h$-l(p12=
)
c ~ ...~P,$(l~- $
... ( 1 - P n ) E b .
P3)Eb
Consider a term in the expansion of (2.2a),say for simplicity of notation, the term p3
ph(l -pk+l)
( 1 - p n ) . Then
---
1
=-[p3
n-k
.**ph(l-pk+l)
n-k
Si[p3
n-k
( 1 - p n ) t; ... +p3 " ' p k ( 1 -ph+l)
n - k times
... (1 - p n ) + ... +p3 . . . p k ( l
. . . ~ ~ ( ~- P k)+ z () l
n-k
( 1 -pn-l)(-)]n - 1
k-1
since 1 - p , ~1 --=n-1
n-k
, f o r d L= 3,
n-1
..., n
(l-pn)]
-pk+l)
...
THE RELIABILITY OF K OUT OF N SYSTEMS
+
+p3 " ' p k ( 1 -pk+l)
'''
( 1 -pn-l)pn].
Hence similarly for a general term in the expansion o f (2.2a),we have
pg"
... p 2 ( 1 -p3)l-'3 ... ( 1 -p,)l-'n
Therefore
h f f - 2 ( p 1 2=) '&p:
... p>(l - p3)l-"a ... ( 1 - p,)'-%
(since for each e' there exist k - 1 distinct
e w h e r e e k ~ e ~ f Lo =r 3, ..., n )
= h f f - ~ ( p ' ~0) .
3. Proof of Theorem 1.1. Using the Schur-Ostrowski condition (2.1) it is easy t o
verify Theorem 1.1 when n = 2. For n > 2, we have already noted that when k = 1 (parallel
system),hk is Schur-convex in [O,1In.For n > 2 and k r 2, it follows from Lemmas 2.2 and
2.3 that hk satisfies the Schur-Ostrowski condition for Schur-convexity (-concavity) on
[ ( k - l ) l ( n- I ) , l l n ( [ O , ( k - l ) l ( n- I ) ] " ) .
REMARK
3.1. Gleser's result [2]shows that h k ( p ) is Schur-convex (-concave)on the
set{p:pl +
+ p n 2 k + l ) ( { p : p l+
+ p , 5 k - 2 ) ) .This result and Theorem 1.1
enable one t o make various comparisons o f system reliability, and neither result encompasses the other.
For example let us consider a 3 out of 4 system. T h e n Theorem 1.1 implies that a system
with component reliabilities (1.0,.9, .8, -7)is superior (hashigher reliability) than a system
with component reliabilities (.95, .95, .75, .75) which in turn is superior t o one with
component reliabilities (.85, .85, .85, .85). On the other hand Theorem 1.1 also implies that
a system with component reliabilities (.6,. .5, .3, .2) is inferior t o one with component
reliabilities (.6, .4, .4, .2) which in turn is inferior t o one with component reliabilities (.4, .4,
.4, .4). These comparisons are not implied b y Gleser's result.
.
..
REMARK
3.2. I f h ( p )is the reliability function o f a coherent system, then the reliability
importance of component j is Ih ( j ) = (ahlap,)( p ) (see Barlow-Proschan [ I ] ) .
Assume that the components o f a k out of n system have been labeled so that component
c p,. From Lemma 2.2 we see that
reliabilities are ordered as follows:pi 5 p2 5 p3 5
..
Ihk(i)- I h k ( j )= -(pi -pj)[hff-2(pii)- h&l(pii)]
for all i,j where 1 c k < n and n > 2. I t then follows from our results that whenever p E
[ ( k - l ) / ( n- I ) , 11" the most reliable component (component n ) is the most important t o
the system, while whenever p E [0, ( k - l ) / ( n - I)]" the least reliable component
(component 1) is the most important t o the system.
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REMARK
3.3. Let S be the number of successes in n independent Bernoulli trials where
pi is the probability of success on the i t h trial. Then by Theorem 1.1, P ( S r k ) is Schur
convex (concave) in [(k - l ) / ( n- I ) , 1In([0,(k l ) / ( n- I ) ] " ) .Suppose now that 1 5 k
< k'
-
5 n. Then it follows by the above that P ( k l > S
r k ) is Schur-convex in [(k - l ) / ( n
- I ) , (k' - l ) / ( n- 1)ln.
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