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Economics and Econometrics
Economics suggests important relationships
Often with policy implications
Virtually never suggests quantitative magnitudes of causal
effects
Policy problem: want 1 percent reduction in malaria infection
By how much should the price of bed nets be lowered?
Example
What does economic theory say? The answer depends on elasticity
of demand.
Econometrics: What is numerical value of the elasticity of
demand for bed nets?
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Correlation is not causation
Many examples: babies and storks
Others: Does exercise promote good health
Or: Do healthy people tend to exercise more?
Example
T/F: Every regression model seeks to mimic a randomized
controlled trial.
True!
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Seems obvious now
In 20th century had an epidemic of smoking
To calm ones nerves...
Led to an epidemic of lung cancer
Example
Could causality be established?
Not easily...what does it take?
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Koch’s Postulates-1884
Formulated by Robert Koch and Friedrich Loeffler
The microorganism must be found in abundance in all
organisms suffering from the disease, but should not be found
in healthy organisms.
The microorganism must be isolated from a diseased organism
and grown in pure culture.
The cultured microorganism should cause disease when
introduced into a healthy organism.
The microorganism must be re-isolated from the inoculated,
diseased experimental host and identified as being identical to
the original specific causative agent.
Example
Are these reasonable?
Yes, but could never be used to determine the cause of lung
cancer in a population of smokers and nonsmokers.
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Bill Gibson
University of Vermont
Updated by Austin Bradford Hill (1897-1991)
Austin Bradford Hill, The Environment and Disease:
Association or Causation?,
Proceedings of the Royal Society of Medicine, 58 (1965):
295-300
British medical statistician
Example
Can be applied to all social research?
Yes...if social science is truly a science, then something like
this must be applied.
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Example: Does over population cause underdevelopment?
Could be two-way causality
Known since Thomas Malthus
Growth is arithmetic
Change is supply of food not proportional to amount of food
present
Population rises geometrically
Example
Was Thomas Malthus right? Will geometric population always
overtake arithmetic food supplies?
Krugman: Malthus correct for 55 centuries...but as long as we
have technological change and demographic transition
Malthus probably wrong.
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Cause must always precede effect in time.
Known in statistics as Granger causality
Not possible (except in physics) for effect to precede cause
Absolute essential criterion
Weak but necessary
Example
Does criterion negate the validity of all functional explanations
used in the social sciences?
Yes! The cause of hollow bones in birds is not that they
better enable flight. Financial crises are not caused by their
beneficial side effects.
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Strength
Size of the association, measured by appropriate statistical
tests, matters.
The stronger the association, the more likely relation is causal.
More highly correlated hypertension is with a high sodium
diet, the stronger is the relation between sodium and
hypertension.
Example
Is strength decisive?
No...correlates can also be strong but not causal!
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Stockings and Lung Cancer
Intuitive acuity for spotting true causation in correlation
happens at margin
Rare events that are correlated are more likely to be judged
causal
Percivall Pott (1714-1788) discovered strong link between
scrotal cancer and chimney soot
In early 1900s cigarette smoking was escalating to a national
addiction
With 9/10 men smoking, hard to identify causal connection to
cancer
Risk factor disappeared into “white noise” of the background
Example
What was the problem?
Everybody smoked (even women later on) and not everybody
developed cancer.
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The dilemma of the fish
Richard Peto in 1940s ...asking about a connection between
smoking and lung cancer was like asking about an association
between sitting and cancer.
Evarts Graham in 1920s when asked whether cancer was due
to tobacco use that had so dramatically increased, replied:
but...so has the use of nylon stockings
Richard Doll Whether epidemiology can, in strict logic, ever
prove causality, even in this modern sense, can be questioned,
but the same could be said of laboratory experiments on
animals.
Must control all other factors beside treatment effect (See
Richard Feynman, Cargo Cult Science)
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Dose-Response
If a dose-response relationship is present, it is strong evidence
for a causal relationship.
Absence of a dose-response relationship does not rule out a
causal relationship.
Threshold may exist above which a relationship may develop.
If a specific factor is the cause of a disease, the incidence of
the disease should decline when exposure to the factor is
reduced or eliminated.
Hormesis: generally favorable biological responses to low
exposures to toxins and other stressors.
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Robustness
If relationship is causal, would expect to find it in different
studies and among different populations.
Different settings and different methods.
One of the strongest relationships in science
Quantum mechanics has never been contradicted.
Relationship between smoking and cancer required thousands
of studies
This is why replication is so important. Not done enough.
This is why we do not demand original research, but only
replication...very important.
Bill Gibson
University of Vermont
Specificity
Cause is sine qua non of effect
Bill Gibson
University of Vermont
Specificity
Cause is sine qua non of effect
One-to-one cause and effect relationship
Bill Gibson
University of Vermont
Specificity
Cause is sine qua non of effect
One-to-one cause and effect relationship
Change in state of water must be causes by rise in
temperature
Bill Gibson
University of Vermont
Specificity
Cause is sine qua non of effect
One-to-one cause and effect relationship
Change in state of water must be causes by rise in
temperature
Change in wealth distribution not caused by any one thing.
Bill Gibson
University of Vermont
Specificity
Cause is sine qua non of effect
One-to-one cause and effect relationship
Change in state of water must be causes by rise in
temperature
Change in wealth distribution not caused by any one thing.
weak criteria
Bill Gibson
University of Vermont
Specificity
Cause is sine qua non of effect
One-to-one cause and effect relationship
Change in state of water must be causes by rise in
temperature
Change in wealth distribution not caused by any one thing.
weak criteria
Example
Was the invasion of Iraq a case of “blood for oil”
Bill Gibson
University of Vermont
Specificity
Cause is sine qua non of effect
One-to-one cause and effect relationship
Change in state of water must be causes by rise in
temperature
Change in wealth distribution not caused by any one thing.
weak criteria
Example
Was the invasion of Iraq a case of “blood for oil”
No...multiple causes of Iraq war...no specificity
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Coherence
The association should be compatible with existing paradigms.
Anti-post modernist
Research that disagrees with established theory and
knowledge are not automatically false
“Paradigm Shifts” can happen but slowly
Example
Creationism...
Violates many disciplines within rational thought
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Early data analysis
Gregor Mendel: blended careful observation and calculation to
deduce the presence of genes
Sir Francis Galton (1822-1911), cousin of Douglas Strutt
Galton, cousin of Charles Darwin,
English Victorian polymath: anthropologist, eugenicist,
tropical explorer, geographer, inventor,
Meteorologist, proto-geneticist, psychometrician, and
statistician.
Knighted in 1909
Counted and measured everything
Only happy when he could reduce a phenomenon to a set of
numbers
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Efficacy of Intercessory Prayer
Prayer whereby someone pleads with God on behalf of another
or others who needs God’s intervention.
Those who benefitted from intercessory prayer should live
longer than others
To test this hypothesis, studied the longevity of British
Monarchs
Every Sunday congregations in Church of England following
Book of Common Prayer beseeched God to grant to the King
and Queen “long to live”
Cumulative effect should be palpable
Used a “control group” British aristocracy–same food and
health care
Example
What did he find?
British monarch lived shorter lives...contradicting the effect of
University of Vermont
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First example of “natural experiment”
Note how Galton’s study mimics a controlled experiment
Treatment group: the monarchs for whom there was
intercessory prayer
Control group: the aristocracy for whom there was no
intercessory prayer
Was the assignment random?
No...but close to it.
Example
Could not have used a control group of the population as a
whole. Why?
Because they were not statistically equivalent to the
treatment group
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Regression
Analyzed the relationship between the height of children and
the height of their parents.
Estimate Hc = β 0 + β 1 Hp where Hc is height of children
Found a positive intercept and a slope of
He therefore concluded that heights would be “regression
toward the mean”
Example
Galton over interpreted this result, claiming that population height
would converge to one level and never increase. He called it
“regression to mediocrity” known as “Galton’s Fallacy”. Why?
Because of omitted variables such as nutrition, health care,
environmental assault (smoking) and subsequent genetic
damage.
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Problems to attack
Do people value bed nets when they are give away for free?
How does another year of education change earnings?
What is the price elasticity of fertilizer in poor countries?
What is the effect on output growth of a 1 percentage
devaluation of the exchange rate?
What is the effect on health outcomes of conditional cash
transfers to the poor
Example
How can we run an experiment on these?
Ideally, we would like an experiment but almost always we
only have observational (nonexperimental) data. Most of the
course deals with difficulties arising from using observational
to estimate causal effects
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Pitfalls
Confounding effects (omitted variable bias)
Simultaneous causality
Correlation does not imply causation because of third factor
Unobservable factors
Biased sample–non random
Selection bias
Survivor bias
Much of regression analysis is trying to fix problems of the
violations of assumptions
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The design of the regression line
Minimized vertical distance
Could have minimized horizontal distance
Or...perpendicular as would an artist
Example
Why vertical?
Because only under this assumption can we invoke classical
statistics to help us know how good the estimate is.
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The regression line-OLS
The slope of the population regression line is the expected
effect on Y of a unit change in X
Ultimately our aim is to estimate the causal effect on Y of a
unit change in X
Many pitfalls involved in determining causality
Regression line really only measures correlation
Line drawn to minimize sum of vertical distances squared
between point and line.
This is OLS: ordinary least squares
Example
How is this done?
Since a straight line is determined by the slope and intercept
we pick these to minimize the sum of squared residuals (SSR).
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Moments
mean = expected value (expectation) of Y = E (Y ) = µY
Variance = var (Y ) = E (Y − µY )2
Measure of the squared spread of the distribution
√
Standard deviation = σY = variance
The covariance between X and Z
cov (X , Z ) = E [(X − µX )(Z − µZ )] = σXZ
Correlation coefficient
corr (X , Z ) = p
Bill Gibson
cov (X , Z )
var (X )var (Y )
University of Vermont
= rXZ
Correlation coefficient
1 ≤ corr (X , Z ) ≤ 1
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Correlation coefficient
1 ≤ corr (X , Z ) ≤ 1
corr (X , Z ) = 1 mean perfect positive linear association
corr (X , Z ) = −1 means perfect negative linear association
corr (X , Z ) = 0 means no linear association
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Moments
Skewness =
E (Y − µY )3
σY3
Measure of asymmetry of a distribution
Skewness = 0: distribution is symmetric
Skewness > 0: distribution has long right tail-vice versa
Kurtosis =
E (Y − µY )4
σY4
Measure of mass in tails
Measure of probability of large values
Kurtosis = 3 : normal distribution
Skewness > 3 : heavy tails (“leptokurtotic”)
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correl testscr str
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Do file
use http://fmwww.bc.edu/ec-p/data/stockwatson/caschool
correl testscr str
twoway (scatter testscr str, msize(small) msymbol(circle)),
ytitle(Test scores) xtitle(Student-teacher ratio) ///
title(Scatterplot of Test Score s vs. Student-Teacher Ratios)
subtitle(Calif. School Data)
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Do file
use http://fmwww.bc.edu/ec-p/data/stockwatson/caschool
correl testscr str
twoway (scatter testscr str, msize(small) msymbol(circle)),
ytitle(Test scores) xtitle(Student-teacher ratio) ///
title(Scatterplot of Test Score s vs. Student-Teacher Ratios)
subtitle(Calif. School Data)
/// note that we have continued the line with forward slashes
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Conditional distributions and conditional means
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Conditional distributions and conditional means
The distribution of Y , given value of some other random
variable, X
Example: the distribution of test scores, given that STR = 20
Conditional expectation (mean)
E (Y |X ) = E (Y |20) = x
Conditional variance = variance of conditional distribution
What you can say about a population on the basis of a sample
depends on how the sample was chosen.
if random then a lot...
if non-random then nothing
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The true population regression line
Testscr = β 0 + β 1 STR
β 0 is the intercept
β 0 is the slope ∆Test/∆STR
This is the true population regression line
Not based on a sample
Example
Do we ever “know” the true population regression line.
No...usually have to take a sample to estimate the parameters
β 0 and β 1
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True population regression line
The line...
Yi = β 0 + β 1 Xi + ui , i = 1, , n
(1)
We have n members of the population, (Xi , Yi )
X is the independent variable or regressor
Y is the dependent variable
ui = the regression error
Think of this as a map: given Xi , it tells us how to locate Yi
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OLS Estimator
Minimize by choosing b0 , b1
n
∑ [Yi − b0 − b1 Xi ]
i =1
note b not β
The solution to this minimization problem
b = β̂
The OLS estimator minimizes the sum of squared difference
between the actual values of Yi and the point on the line at Xi
Example
What is the point on the line at at Xi called?
The predicted value of Y
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University of Vermont
OLS estimator
Bill Gibson
University of Vermont
Interpretation
Testscr = 698.9 − 2.28 × STR
Bill Gibson
University of Vermont
Interpretation
Testscr = 698.9 − 2.28 × STR
Districts with one more student per teacher on average have
test scores that are 2.28 points lower
Bill Gibson
University of Vermont
Interpretation
Testscr = 698.9 − 2.28 × STR
Districts with one more student per teacher on average have
test scores that are 2.28 points lower
slope ∆Test/∆STR = −2.28
Bill Gibson
University of Vermont
Interpretation
Testscr = 698.9 − 2.28 × STR
Districts with one more student per teacher on average have
test scores that are 2.28 points lower
slope ∆Test/∆STR = −2.28
Conditional expectation (mean)
E (Y |20) = 698.9 − 2.28 × 20 = 653.34
Bill Gibson
University of Vermont
Interpretation
Testscr = 698.9 − 2.28 × STR
Districts with one more student per teacher on average have
test scores that are 2.28 points lower
slope ∆Test/∆STR = −2.28
Conditional expectation (mean)
E (Y |20) = 698.9 − 2.28 × 20 = 653.34
To get this in STATA
scalar q = b [ cons ] + b [str ] ∗ 20
Bill Gibson
University of Vermont
Interpretation
Testscr = 698.9 − 2.28 × STR
Districts with one more student per teacher on average have
test scores that are 2.28 points lower
slope ∆Test/∆STR = −2.28
Conditional expectation (mean)
E (Y |20) = 698.9 − 2.28 × 20 = 653.34
To get this in STATA
scalar q = b [ cons ] + b [str ] ∗ 20
display q
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Measures of fit–R 2
R 2 measures the fraction of the variance of Y that is
explained by X
Unitless and ranges between zero (no fit) and one (perfect fit)
Mathematically:
R2 =
ESS
=
TSS
n
∑(Ŷ − Ŷ¯ )
i
R 2 = 0 means ESS = 0...just take the mean; nothing else
matters.
R 2 = 0 perfect fit...no variation except what is explained by
the regression
Simple regression: R 2 = 0 = the square of the correlation
coefficient between X and Y
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SER
The standard error of the regression (SER)
Measures the magnitude of a typical regression residual in the
units of Y.
s
1 n 2
SER ==
(ui )
n−2 ∑
i
Has the units of u, which are the units of Y
Measures the average “mistake” made by the OLS regression
line
Close to Mean Square Error (MSE) (which is divided by n
instead of n − 2)
Think of this as (almost) the sample standard deviation of the
OLS residuals
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Three basic assumptions
The conditional distribution of u given X has mean zero, that
is, E (u |X = x ) = 0
Means β̂ 1 is unbiased
The data (Xi , Yi ), i = 1, , n, arei.i.d.
True if data are collected by simple random sampling
This delivers the sampling distribution of β̂ 0 and β̂ 1
Large outliers in X and/or Y are rare.
Technically, X and Y have finite fourth moments
All three assumptions must hold
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Comparison with RCT
Benchmark is ideal randomized controlled trial
Treatment X is randomly assigned
Without regard to nature of X or what was just assigned to
previous X
Think of X as a drug given to patients in the treatment group.
None in the control arm.
The distribution of all characteristics of the patients does not
depend on they are in the treatment or control arms.
Mathematically:
E (u |X = x ) = 0
In actual experiments, or with observational data, we will need
to think hard about whether E (u |X = x ) = 0 hold–if not we
are in trouble!
Bill Gibson
University of Vermont
Error uncorrelated with treatment
Whether in control or treatment group the error, u, is
distributed the same way
Bill Gibson
University of Vermont
Error uncorrelated with treatment
Whether in control or treatment group the error, u, is
distributed the same way
Over many applications of treatment the errors should cancel
out exactly to zero.
Bill Gibson
University of Vermont
Error uncorrelated with treatment
Whether in control or treatment group the error, u, is
distributed the same way
Over many applications of treatment the errors should cancel
out exactly to zero.
Doesn’t matter whether one is measuring at high or low
temperature, the error is the same
Bill Gibson
University of Vermont
Error uncorrelated with treatment
Whether in control or treatment group the error, u, is
distributed the same way
Over many applications of treatment the errors should cancel
out exactly to zero.
Doesn’t matter whether one is measuring at high or low
temperature, the error is the same
No more of a tendency to make an error at one temp v.
another
Bill Gibson
University of Vermont
Error uncorrelated with treatment
Whether in control or treatment group the error, u, is
distributed the same way
Over many applications of treatment the errors should cancel
out exactly to zero.
Doesn’t matter whether one is measuring at high or low
temperature, the error is the same
No more of a tendency to make an error at one temp v.
another
Extraneous factors should not be related in an systematic way
to the treatment
Bill Gibson
University of Vermont
Error uncorrelated with treatment
Whether in control or treatment group the error, u, is
distributed the same way
Over many applications of treatment the errors should cancel
out exactly to zero.
Doesn’t matter whether one is measuring at high or low
temperature, the error is the same
No more of a tendency to make an error at one temp v.
another
Extraneous factors should not be related in an systematic way
to the treatment
Other than what the treatment itself causes on average
Bill Gibson
University of Vermont
Error uncorrelated with treatment
Whether in control or treatment group the error, u, is
distributed the same way
Over many applications of treatment the errors should cancel
out exactly to zero.
Doesn’t matter whether one is measuring at high or low
temperature, the error is the same
No more of a tendency to make an error at one temp v.
another
Extraneous factors should not be related in an systematic way
to the treatment
Other than what the treatment itself causes on average
Is assumption no. 1 true in your sample?–critically important
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Heteroskedasticity
Errors not independently distributed
Grow or shrink with treatment
Subpopulations are NOT statistically equivalent
There are methods to correct for heteroskedasticity
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Outliers can be dangerous
Outliers can result in meaningless values of β̂ 1
In practice, outliers are often data glitches
Sometimes they are observations that really shouldnt be in
your data set.
A large outlier is an extreme value of X or Y
On a technical level, if X and Y are bounded, then they have
finite fourth moments.
Standardized test scores automatically satisfy this; STR,
family income, etc. satisfy this too.
The substance of this assumption is that a large outlier can
strongly influence the results so we need to rule out large
outliers.
Plot your data! If you have a large outlier, is it a typo? Does
it belong in your data set? Why is it an outlier?
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Example: test of applications of fertilizer
1000 plots of land in different locations
Divided into 10 groups of 100 plots with diffn’t amounts of
fertilizer for each group
Range from 500 lbs to 5,500 lbs per acre
Plots are randomly assigned to one of the 10 groups
Applications are fixed in repeated samples
Example
Does this example fit the assumptions?
Answer: Yes...perfectly
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Statistical inference
True population regression line. This is line that goes through
the entire population. It is thus a true line.
In general TPRL is unobservable. Example:
F = 9/5C + 32
Regression is based on a sample taken from the population
Posit the existence of a TPRL and then take a sample and
calculate estimates of the TPRL,
β 0 = 32 + / − error
β 1 = 9/5 + / − error .
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Random variables
X is just a number that can taken random values.
Usually described by its mean and
X̄ = E (X ) =
∑ Xi p (Xi )
Normally that probability is just 1/n
Variance.
xvar =
Bill Gibson
1
n
n
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Mean
X̄ = E (X ) = (1/n ) ∑ Xi
Have X̄ = E (X ) and equal to the expected value of X .
var (X ) = 1/n ∑ [Xi − E (X )]2
May be distributed normally, t-distribution, Poisson,
In TPRL
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True vs. Estimated Regression Line
In TPRL
β0 β1
are NOT random variables.
E ( β) meaningless
E ( β̂) not meaningless
And is equal β
Says that estimated values of β are unbiased
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Let X and Y be two random variables
Let a and b be two scalar weights (not RVs)
Z is the linear combination of X and Y
Linear combination
Z = aX + bY
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Two important theorems
The expected value of a linear combination is the linear
combination of expected values.
E (Z ) = aE (X ) + bE (Y )
Modified version true for variance
The variance of a linear combination is the linear combination
of variances with the weights squared..
var (Z ) = a2 var (X ) + b 2 var (Y )
All from basic statistical theory (not proved here)
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βˆ1 = i
[∑i (Xi − X̄ )]2
Now write xi = Xi − X̄
Call lower case x in deviation form
Theorem 1: ∑i xi = 0
Proof:∑i xi = ∑i Xi − nX̄
Bill Gibson
University of Vermont
The OLS estimator of β 1
The slope estimator
∑ (Xi − X̄ )(Yi − Ȳ )
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The OLS estimator of β 1
The slope estimator
∑ (Xi − X̄ )(Yi − Ȳ )
βˆ1 = i
[∑i (Xi − X̄ )]2
Now write xi = Xi − X̄
Call lower case x in deviation form
Theorem 1: ∑i xi = 0
Proof:∑i xi = ∑i Xi − nX̄
but since nX̄ = n (1/n ) ∑i Xi
∑i xi = 0 QED.
Remark: ∑i xi2 6= 0
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The slope estimator
∑ (xi )(Yi − Ȳ )
βˆ1 = i
[∑i (Xi − X̄ )]2
Or:
βˆ1 =
∑i (xi )(Yi )
∑i (xi )(Ȳ )
−
2
[∑i (Xi − X̄ )]
[∑i (Xi − X̄ )]2
But Ȳ is a constant.
βˆ1 =
∑i (xi )(Yi )
∑ i ( xi )
− Ȳ
2
[∑i (Xi − X̄ )]
[∑i (Xi − X̄ )]2
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So using theorem 1:
βˆ1 =
∑i (xi )(Yi )
[∑i (Xi − X̄ )]2
Thus β̂ is a linear combination of the random variable Y
E β̂ = c1 E (Y1 ) + c2 E (Y2 ) + ... + cn E (Yn )
Here ci = ∑i
xi
xi2
Or: ∑i ci = 0
The TPRL is
E (Yi ) = β 0 + β 1 Xi
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Plug in
E ( β̂) = c1 E ( β 0 + β 1 X1 ) + c2 E ( β 0 + β 1 X2 ) + ... + cn E ( β 0 + β 1 Xn )
Note upper case Xs
Since E ( β) = β (not a RV) and ∑i ci = 0
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The OLS estimator of β 1
Plug in
E ( β̂) = c1 E ( β 0 + β 1 X1 ) + c2 E ( β 0 + β 1 X2 ) + ... + cn E ( β 0 + β 1 Xn )
Note upper case Xs
Since E ( β) = β (not a RV) and ∑i ci = 0
E ( β̂) =
∑ ci β1 Xi = β1 ∑ ci xi + β1 X̄ ∑ ci
i
So that
i
E ( β̂) = β 1 ∑ ci xi = β 1
i
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Sampling distribution
Any given sample will produce a sample statistic that is not
necessarily equal to the population parameter (sampling error)
Unbiased: mean of the sampling distribution is equal to the
population parameter
Just as likely to be an overestimate as an underestimate
Central Limit Theorem: the sampling distribution is a normal
distribution regardless of the normality of the variables
Sampling distribution of the least squares regression
coefficient is the most efficient of all estimators
Example
How do we know this?
Answer: Gauss Markov Theorem
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GMT
Least squares coefficient minimizes the standard error ( b )
OLS is BLUE (best linear unbiased estimator)
Best refers to efficiency (minimum variance)
Other estimators might have smaller variance–OLS is best
linear estimator
For GMT to be true must satisfy assumptions of linear model
Example
If assumptions hold then we have...
Answer: internal validity
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Standard error
This is regression telling us how good the regression itself is
Standard deviation of the sampling distribution
Lower when error (unexplained) variance is lower
Lower when sample size is higher (with diminishing returns)
Lower when there is more variance in independent variable
(statistical leverage)
Example
Can we directly compute this value
Answer: No because population variance is generally unknown
Bill Gibson
University of Vermont
Must be estimated
MSE = = 1/(n − 2) ∑ u 2
Bill Gibson
University of Vermont
Must be estimated
MSE = = 1/(n − 2) ∑ u 2
√
SER = MSE
Bill Gibson
University of Vermont
Must be estimated
MSE = = 1/(n − 2) ∑ u 2
√
SER = MSE
SEβ̂ =
MSE
/
∑ x2
Bill Gibson
University of Vermont
Must be estimated
MSE = = 1/(n − 2) ∑ u 2
√
SER = MSE
SEβ̂ =
MSE
/
∑ x2
t − stat =
β̂
SE β
Bill Gibson
University of Vermont
Must be estimated
MSE = = 1/(n − 2) ∑ u 2
√
SER = MSE
SEβ̂ =
MSE
/
∑ x2
t − stat =
β̂
SE β
Robust std error more complicated–see spreadsheet
Bill Gibson
University of Vermont
Must be estimated
MSE = = 1/(n − 2) ∑ u 2
√
SER = MSE
SEβ̂ =
MSE
/
∑ x2
t − stat =
β̂
SE β
Robust std error more complicated–see spreadsheet
Example
What is significance?
Bill Gibson
University of Vermont
Must be estimated
MSE = = 1/(n − 2) ∑ u 2
√
SER = MSE
SEβ̂ =
MSE
/
∑ x2
t − stat =
β̂
SE β
Robust std error more complicated–see spreadsheet
Example
What is significance?
Answer: If t-stat exceeds its critical value
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University of Vermont













Related documents 















[image: Betsy Hardy, of Richmond, is the Coordinator for Vermont Interfaith]


Betsy Hardy, of Richmond, is the Coordinator for Vermont Interfaith










[image: SGA Senate 2016-2017 Elections Margaux Miller Platform Statement]


SGA Senate 2016-2017 Elections Margaux Miller Platform Statement










[image: Press Release - The Episcopal Church in Vermont]


Press Release - The Episcopal Church in Vermont










[image: Jeanne Hutchins is the Executive Director for the Center on... and the Manager of Elder Care Services at Fletcher Allen...]


Jeanne Hutchins is the Executive Director for the Center on... and the Manager of Elder Care Services at Fletcher Allen...










[image: 14.02 Macroeconomics May 18, 2006 Practice Question: Mundell-Fleming Model Managing Vermont’s Economy]


14.02 Macroeconomics May 18, 2006 Practice Question: Mundell-Fleming Model Managing Vermont’s Economy










[image: science part 1 and 2 natural resources]


science part 1 and 2 natural resources










[image: 14.02 Principles of Macroeconomics Spring 03 Quiz 3 Thursday, May 8, 2003]


14.02 Principles of Macroeconomics Spring 03 Quiz 3 Thursday, May 8, 2003










[image: Kaif1-OBSTACLES TO VERMONT`S 2017 SINGLE]


Kaif1-OBSTACLES TO VERMONT`S 2017 SINGLE










[image: 14.02 Macroeconomics May 18, 2006 Practice Question: Mundell-Fleming Model Managing Vermont’s Economy]


14.02 Macroeconomics May 18, 2006 Practice Question: Mundell-Fleming Model Managing Vermont’s Economy










[image: Lessons and Strategies]


Lessons and Strategies










[image: PIJIP Project Files Supreme Court Amicus Brief in Sorrell v. IMS.]


PIJIP Project Files Supreme Court Amicus Brief in Sorrell v. IMS.










[image: goutweed - Vermont Invasives]


goutweed - Vermont Invasives




















	

studyres.com © 2024


	

DMCA 

	

Privacy 

	

Terms 

	

Report 












[image: ]










