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Transcript 



What is a Monte Carlo Method?
A method involving deliberate use of random
numbers in a calculation that has the
structure of a stochastic process (Kalos &
Whitlock)
A method designed to find the parameters of
a distribution from observations (values) of a
random variable (Glassner)
“If you have a program that calls drand48(),
there’s a good chance that you’re doing
Monte Carlo” (Shirley)
1
Probability Theory Refresher
A continuous random variable X takes
random values from a continuous space S.
A probability density function (p.d.f.)
p(x) : S → IR1 satisfies:
p(x) ≥ 0 and
Z
S
p(x) dx = 1
We say that X ∼ p(x) if for all Si ⊆ S
Pr(X ∈ Si) =
Z
Si
p(x) dx
Q: What is the pdf if X is distributed
uniformly over the interval [a, b]?
A: p(x) = 1/(b − a)
2
Refresher cont’d
The mean (expected) value of X is:
E[X] =
Z
S
x p(x) dx
The variance of X is:
V [X] = E[(X − E[X])2 ] = E[X 2] − E[X]2
The standard deviation (error) is:
σ[X] =
q
V [X]
Example: uniform distribution over [a, b]:
b2 − a2
b+a
x
E[X] =
dx =
=
2(b − a)
2
a b−a
(b − a)2
V [X] =
12
b−a
√ ≈ 0.29(b − a)
σ[X] =
2 3
Z b
3
Law of Large Numbers
If the random variables Xi are independent
and identically distributed (have the same
pdf), then

Pr E(X) = lim
N
1 X
N →∞ N
i=1

Xi = 1
I.e., the mean of N measured samples
approaches the expected value of the random
variable X, as N goes to infinity.
4
Monte Carlo Integration
Let X1, X2, . . . , XN be independent random
variables with pdf p(x). Define
N
1 X
GN =
f (Xi )
N i=1
Then


N
X
1
E[GN ] = E 
f (Xi )
N i=1
N
1 X
E[f (Xi )]
=
N i=1
= E[f (Xi )]
=
Z
f (x) p(x) dx
5
Example
Let’s compute the total flux leaving a point:
Z
Ω
L(ω) cos θ dω
θ L(ω)
θ . Then
Let f = L and p = cos
π
Z
cos θ
L(ω) cos θ dω = π
L(ω)
dω
π
Ω
Ω
π X
≈
L(Xi )
N i
Z
θ
where Xi ∼ cos
π
6
Monte Carlo Integration
How do we compute the integral of f ?
Z
f (x) dx =
Z
f (x)
p(x) dx
p(x)
= E [f (X)/p(X)]


N
X
f (Xi ) 
1
= E
N i=1 p(Xi )
Z
N
1 X
f (Xi )
f (x) dx ≈
N i=1 p(Xi )
7
Monte Carlo Integration
How good is the approximation?
Law of Large Numbers: approximation is
accurate in the limit as N → ∞.
Need to look at the variance:

N
1 X
f (Xi )

#
"
N
X
1
f (Xi )
 =
V 
V
N i=1 p(Xi )
N 2 i=1
p(Xi )
"
#
1
f (X)
=
V
N
p(X)
Conclusion: standard error goes down as √1
N
Need to quadruple the number of samples to
reduce the error by a factor of 2!
8
Variance Reduction: Importance
Want p to resemble |f |
|f (x)|
Ideally, p(x) = c . This gives 0 variance for
single-signed functions f !
Z
N
cf (Xi )
1 X
f (x) dx ≈
= ±c
N i=1 |f (Xi )|
Example: computing direct illumination
9
Variance Reduction: Stratification
Better coverage of the integrand: more
difficult to miss important features.
Limits clumping of samples.
Effective if domain can be partitioned into
strata within which the variance is smaller
than the difference between their means.
10
Example
We’d like to integrate f (x) = x2 − x3 over the
interval [−1, 1]:
2
x^2 - x^3
1.8
1.6
1.4
1.2
1
0.8
0.6
0.4
0.2
0
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Analytical solution is 2/3. Gaussian
quadrature (two-point rule) gives this
solution.
Q: How well will Monte Carlo integration do?
11
Uniform Sampling
The pdf is p(x) = 1/(b − a) = 1/2.
Z 1
−1
(x2 − x3) dx ≈
N
1 X
N i=1
Xi2 − Xi3
1/2
0.6
uniform error
0.4
0.2
0
-0.2
-0.4
-0.6
20
40
60
80
100
120
12
Importance Sampling
3 x2 :
Using the pdf p(x) = 2
2 − X3
Z 1
N
X
X
1
i
i
(x2 − x3) dx ≈
N i=1 3Xi2/2
−1
0.6
importance error
0.4
0.2
0
-0.2
-0.4
-0.6
20
40
60
80
100
120
13
Stratified Sampling
Break [−1, 1] into N equal intervals and pick
a random point in each:
2 − X3
N
X
X
1
i
i
(x2 − x3) dx ≈
N i=1
1/2
−1
Z 1
0.6
stratified error
0.4
0.2
0
-0.2
-0.4
-0.6
20
40
60
80
100
120
14
Stratified Importance Sampling
3 x2 :
Intervals are distributed ∼ 2
0.6
importance and stratification
0.4
0.2
0
-0.2
-0.4
-0.6
20
40
60
80
100
120
15
Random Number Generation
Suppose that we can generate random
numbers uniformly distributed over [0, 1].
Given [a, b] and a pdf p, how can we generate
random numbers distributed according to p
over [a, b]?
Cumulative distribution function:
F (x) =
Z x
a
p(y) dy
F is monotonically increasing;
F (a) = 0, F (b) = 1.
If X is uniformly distributed over [0, 1], then
Y = F −1(X) is distributed over [a, b]
according to p!
16
Random Number Generation cont’d
If X is uniformly distributed over [0, 1], then
Y = F −1(X) is such that
P r(α < Y < β) = P r (F (α) < X < F (β))
= F (β) − F (α)
=
Z β
α
p(y) dy
Another general technique rejection sampling:
applicable to any distribution function, but
expensive.
17
Particle Tracing
Repeatedly generate and track particles
(representing photons) through the scene.
For each particle:
Choose:
a) wavelength
b) location of origin
c) direction
Repeat (until absorbed):
a) find first surface hit
b) determine outcome of interaction
c) choose outgoing direction
Q: How do we render an image using particle
tracing?
18
Solving the Rendering Equation
L(x0) = Le(x0 ) +
Z
k(x1 , x0)L(x1 ) dω(x1 )
x1 ∈Ω
= Le(x0 ) +
Z
Le(x1 )k(x1 , x0) dω(x1 ) +
Z
Le(x2 )k(x2 , x1)k(x1 , x0 ) dω(x2 ) dω(x1 ) + · · ·
Can approximate L(x0) by Monte Carlo
integration of each integral in the series:
Path Tracing.
19
Bidirectional Path Tracing
To construct a patch of length k:
1. Generate m vertices starting from the light
2. Generate k + 1 − m vertices from the eye
3. Connect ends deterministically
Estimate pixel value as sum of contributions
of paths up to length k. (Do this several
times and average to reduce the variance.)
20













Related documents 















[image: Exercise 1 Write a class which generates exponentially distributed]


Exercise 1 Write a class which generates exponentially distributed










[image: A probability argument that lays the foundation for the Monte Carlo]


A probability argument that lays the foundation for the Monte Carlo










[image: Slides]


Slides










[image: Statistical Computing and Simulation]


Statistical Computing and Simulation










[image: Statistical Computing and Simulation]


Statistical Computing and Simulation










[image: montecarlo]


montecarlo










[image: Estimating probability of failure]


Estimating probability of failure










[image: New Data Sources]


New Data Sources










[image: Sampling Distributions (means) WS Key]


Sampling Distributions (means) WS Key










[image: Parallel Programming in C with the Message Passing Interface]


Parallel Programming in C with the Message Passing Interface










[image: Lesson1]


Lesson1










[image: Lesson1]


Lesson1










[image: Numerical Integration (with a focus on Monte Carlo integration)]


Numerical Integration (with a focus on Monte Carlo integration)










[image: Statistics For Astrophysics Statistics For Astrophysics]


Statistics For Astrophysics Statistics For Astrophysics










[image: Sampling and Markov Chain Monte Carlo]


Sampling and Markov Chain Monte Carlo










[image: Monte Carlo Integration - University of Utah School of Computing]


Monte Carlo Integration - University of Utah School of Computing










[image: Handout]


Handout










[image: Monte Carlo Simulation]


Monte Carlo Simulation










[image: RANDOM NUMBERS, MONTE CARLO METHODS]


RANDOM NUMBERS, MONTE CARLO METHODS










[image: The Monte Carlo Method]


The Monte Carlo Method










[image: Monte Carlo integration]


Monte Carlo integration










[image: Monte Carlo integration]


Monte Carlo integration




















	

studyres.com © 2024


	

DMCA 

	

Privacy 

	

Terms 

	

Report 












[image: ]










