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Chapter 1
Introduction
Abstract This chapter is a review of basic mathematical topics that are required for
full understanding of the material in all subsequent chapters. It should be read and
studies in its entirety if the student’s mathematics background is a bit rusty. Students
who upon browsing though it, feel comfortable with the materials can proceed with
subsequent chapters and refer to this one as need arises
1.1 Mathematical Formulation of Problems in Engineering and
Science
Mathematical models are widely used in applications to better understand the behavior of processes and systems. These models are constructed using fundamental
scientific principles embodied in governing equations generally involving functions
of multiple independent variables. The governing equations must be combined with
empirical information pertaining to the particular system or process under study in
the form of constitutive equations of material behavior, input data and initial and
boundary conditions.
The construction of useful and reliable mathematical models is a complex task
that requires an empirical understanding of the system being modeled, a good background in mathematics and computing as well as great attention to detail. The objective of this book is to present and discuss the though processes involved in the
development of mathematical models, their verification and validation, their use as
tools for experiential learning and to gain insight into the behavior of the system
modeled.
This introductory chapter has been designed as a collection of fundamental concepts from analytical and numerical mathematics that are indispensable for mastery
of the material in all subsequent chapters. Two distinct groups of readers can be
envisioned. Those who have not studied applied mathematics or studied it long time
ago may well benefit from careful reading the whole chapter. Readers that on quick
3
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browsing determine they a comfortable with the concepts discussed may well want
to proceed directly with subsequent chapters.
The mathematical representation of many scientific and engineering problems
is possible in two distinct but generally equivalent formulations. In both cases one
seeks to determine the values of quantities of interest that are functions of positions
inside some domain Ω and/or time.
The general differential formulation requires determination of the function u that
satisfies
Lu = f
where L is a differential operator, subject to specified boundary and/or initial conditions. Well known examples include Poisson’s equation
−∇2 u = f
where L = −∇2 , a positive definite self-adjoint differential operator, the heat diffusion equation
∂u
− ∇2 u = f
∂t
where L = ∂ u/∂ t − ∇2 , and the wave equation
∂ 2u
− ∇2 u = f
∂t2
where L = ∂ 2 u/∂ t 2 − ∇2 . This formulation will be called the D formulation of the
problem.
Variational formulations, on the other hand, involve integral expressions. In the
Ritz (or Rayleigh-Ritz) formulation, strictly applicable only to differential operator
of the type of the first case above, one defines a functional (a function of functions)
J(v) as
J(v) =
Z
Ω
1
vLvd Ω −
2
Z
Ω
f vd Ω
and then seeks for the function u from among a suitable set of candidate functions
v ∈ V such that the functional is minimum, i.e.
J(u) ≤ J(v)
∀v ∈ V
We shall call the Ritz formulation, the M formulation of the variational problem
due to its relationship with the well known minimum potential energy principle in
mechanics.
The Galerkin (or Boubnov-Galerkin) variational formulation is applicable regardless of the nature of the differential operator L, In this formulation one searches
1.1 Mathematical Formulation of Problems in Engineering and Science
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for the function u that satisfies the expression
Z
Ω
∇u∇vd Ω =
Z
Ω
f vd Ω
∀v ∈ V . The Boubnov-Galerkin formulation corresponds to the principle of virtual
work and will be called the V formulation.
It can be shown that the function u satisfying the D problem is the same that
satisfies the V problem and in the case of positive definite self-adjoint differential
operators, is also the same that satisfies the M problem.
From an analytical point of view the selection of which formulation to use in a
particular problem is a matter of personal preference, skill or manipulative preference. From a numerical computation point of view the differential formulation is
associated with the finite difference method and the variational formulation with the
finite element method.
The differential form is usually obtained by first applying the conservation principle on a small box of material followed by a limiting process in which the volume of
the box is made infinitesimally small. Initial and/or boundary conditions are always
required to complete the statement of particular problems and the desired solution
must satisfy these conditions as well as the differential equation. The variational
formulation is the integrated form of the conservation principle over the entire volume of the material under consideration. Initial/boundary conditions in this case are
directly incorporated into the formulation. Although problems can be stated and directly in differential or variational form, it is possible to obtain one formulation from
the other one by a simple process involving integration by parts as the differential
form is Euler’s equation of the associated variational formulation.
The following sections present a few selected examples of problems encountered
in applications where both the differential and variational formulations are given.
The purpose is to provide at the very outset basic familiarity with the two approaches
and the reader must not be overly concerned if the details in all cases presented are
not fully understood. The end objective of this book is for the reader to develop the
necessary skills and confidence to be able to formulate and solve problems similar
to those described.
1.1.1 Differential Formulation
To describe the differential formulation approach let us consider a problem encountered in heat conduction.
Consider a thin metallic wire of length L (m) inside which thermal energy is
generated at a rate f (W /m3 K).
Application of the principle of conservation of energy to a small segment of wire
of length ∆ x and taking the limit as ∆ x → 0 yields the differential thermal energy
balance equation
6
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dq
=f
dx
where q is the heat flux (W /m2 ); this is the governing equation of the system.
Assuming that the thermal conductivity of the wire is k (W /mK) and is a constant
independent of temperature, the constitutive equation of material behavior states
that the heat flux through the wire is directly proportional to the local value of the
temperature gradient du/dx(Fourier’s law), i.e.
q = −k
du
dx
Combining the governing equation with the constitutive equation yields the
mathematical formulation of the problem as
−k
d 2u
=f
dx2
a second order ordinary differential equation for u(x).
Finally, assuming that the wire ends are maintained at zero temperature while
the side surface is perfectly insulated produces the boundary conditions required to
complete the formulation of the problem, i.e.
u(0) = 0
u(L) = 0
As a second example, consider the steady flow of electric current in a conducting
medium occupying the domain Ω with boundary Γ and containing a distributed
source of current f (x, y, z) (A/m3 ), a problem encountered in electrical engineering.
The governing equation is the charge conservation equation inside the domain Ω
and is obtained by performing a balance of charge in a small region of volume ∆ V
and then taking the limit as ∆ V → 0.
The result is
∇·j= f
where j (A/m2 ) is the current density.
The constitutive equation relates the current density to the gradient of the electric
field potential u(x, y, z) (V ) according to Ohm’s law for steady (irrotational) electric
field, i.e.
j = −σ ∇u
where σ (S/m) is the electrical conductivity.
Combining the two equations above yields the differential formulation of the
problem as
−∇ · (∇u) = −∇2 u = f
1.1 Mathematical Formulation of Problems in Engineering and Science
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Specification of the value of the electric field potential at the boundary of the
domain completes the statement of the problem. For instance, if the boundary is
grounded
φ (Γ ) = 0
As another example, consider the flow of an incompressible irrotational fluid
inside a region of volume Ω , bounded by a boundary Γ . Assume fluid is created
o extracted from inside the domain through the presence of distributed sources or
sinks of intensity f (1/s).
The governing equation is this case is the principle of mass conservation and it
can be obtained by performing a mass balance in a small region of volume ∆ V and
then taking the limit as ∆ V → 0 and the result is the equation of continuity
∇·w= f
where w(x, y, z) (m/s) is the velocity vector.
The constitutive equation for the flow of an irrotational fluid states that the velocity vector is directly proportional to the velocity potential u(x, y, z) (m2 /s), i.e.
w = −∇u
Combining the two equations above yields the differential formulation of the
problem as
−∇ · (∇u) = −∇2 u = 0
Specification of the value of normal velocity (the normal component of the gradient of the potential) at the boundary of the domain completes the statement of the
problem.
As a final example consider the problem of an isotropic linear elastic threedimensional body of volume Ω , subjected to a body force of intensity f i (N/m3 ).
As in the above examples, the differential formulation of this problem can be
obtained by performing force balances in a small volume of material ∆ V and then
taking the limit as ∆ V → 0.
The result are the equations of mechanical equilibrium
−
∂ σi j
= fi
∂xj
Where σi j (x, y, z) (N/m2) is the stress tensor field and the repeated index summation convention has been used (see below). This is the governing equation of the
problem.
Assuming small amounts of deformation, the constitutive equation of material
behavior in this case is Hooke’s law that relates the stress tensor to the (small displacement) strain tensor
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σ i j = Di jklεkl
where Di jkl is the elastic constants tensor (N/m2),
1
εi j = (ui, j + u j,i)
2
is the strain tensor and ui (x, y, z), i = 1, 2, 3 (m) is the displacement vector.
Combining the governing equation with the constitutive equation yields after
some manipulation the mathematical model of the system as
Gui, j j + (λ + G)u j, ji + f i = 0
where λ and G (N/m2) are Lame’s elastic constants of the material. These are
Navier’s equations for the displacement of the linear elastic body.
Assuming that a portion of the outer boundary Γ of the body is subjected to an
imposed load vector gi (x, y, z) (N) while the other portion is somehow constrained
to zero displacement completes the statement of the problem.
1.1.2 Variational Formulation
The variational formulation of the first problem above (steady state conduction with
internal heat generation in a thin wire) involves a functional F defined as
1
F = (kv′ , v′ ) = ( f , v)
2
Here
(kv′ , v′ ) =
Z L
dv dv
k
0
dx dx
dx
( f , v) =
Z L
f vdx
0
where v(x) is a suitable continuous function of position called test function which
together with its first derivative is square integrable and satisfies the homogeneous
boundary conditions imposed on u(x).
The desired solution u(x) is obtained from amongst an appropriately chosen set
of test functions v(x) and is such that the value of F is minimal. The chosen u(x) is
then the one that satisfies the principle of conservation of energy embodied in the
differential statement of the problem.
An entirely equivalent and often more convenient variational formulation involves the expression
(ku′ , v′ ) = ( f , v)
where
1.1 Mathematical Formulation of Problems in Engineering and Science
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du dv
k
0
dx dx
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dx
Note that in this formulation no minimization is involved, the desired solution is
obtained directly.
For the second problem above (flow of electric current in a conductor) the functional characterizing the variational formulation is
1
F = a(σ v, v) − ( f , v)
2
where
a(σ v, v) =
Z
Ω
(σ ∇v)T ∇vd Ω
( f , v) =
Z
Ω
f vd Ω
where v(x, y, z) is the test function and the desired solution u(x, y, z) is the function
v(x, y, z) that makes F minimal and the chosen u(x, y, z) satisfies the principle of
conservation of charge embodied in the differential statement of the problem.
The equivalent and often preferred variational formulation in this case is
a(σ u, v) = ( f , v)
where
a(σ u, v) =
Z
Ω
(σ ∇u)T ∇vd Ω
For the third problem above (irrotational flow of an incompressible fluid with
sources or sinks and with velocity given at the boundary) the functional characterizing the variational formulation the variational formulation is slightly different and
is
1
F = a(v, v) − ( f , v)− < g, v >
2
where v is again the test function which in this case, because of the boundary conditions (derivative of the potential specified) is only required to be, together with its
first derivative, square integrable and
a(v, v) =
Z
Ω
(∇v)T ∇vd Ω
( f , v) =
Z
Ω
f vd Ω
< g, v >=
Z
Γ
gvdΓ
and g is the given velocity normal to the boundary Γ . Again, the desired solution for
the potential u(x, y, z) is the function v(x, y, z) that makes F minimal and it satisfies
the principle of conservation of mass embodied in the differential statement of the
problem.
The equivalent variational formulation in this case is
a(u, v) = ( f , v)+ < g, v >
10
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where
a(u, v) =
Z
Ω
(∇u)T ∇vd Ω
Finally, the variational representation of the mechanical equilibrium problem in
a linear elastic body involves a functional F given by
1
F = a(v, v) − ( f , v)− < g, v >
2
where
a(v, v) =
Z
Ω
λ ui,ivi,i + Gεi j (u)εi j (v)d Ω
( f , v) =
Z
Ω
f i vi d Ω
< g, v >=
Once again, the desired solution ui (x, y, z) is obtained from amongst an appropriately chosen set of functions vi (x, y, z) in such way that the value of F is minimized.
This is the principle of minimum potential energy and is equivalent to the statement
that the forces acting in the system must be in mechanical equilibrium and described
by the differential statement of the problem.
The equivalent variational formulation in this case is in this case is
a(u, v) = ( f , v)+ < g, v >
where
a(σ u, v) =
Z
Ω
(σ ∇u)T ∇vd Ω
1.2 Variables and Functions: Real and Complex
Variables and functions are fundamental mathematical entities. In applications, variables are symbolic representations of meaningful physical quantities and typically
assume real numerical values. Functions are transformations that receive as inputs
independent variables and produce as output dependent variables.
1.2.1 Numbers
Counting is a fundamental process involved in many human activities and is key the
solution of many scientific and engineering problems. Integers, real and complex
numbers are widely used when building mathematical models.
In calculations using computers one uses floating point numbers. These numbers
are machine approximations to their real counterparts since a finite number of digits
are used in their representation. The relative accuracy of arithmetic calculations
Z
Γ
gi vi d Γ
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then depends on the computer being utilized. The machine epsilon is a gage of the
accuracy of floating point arithmetic. It is essentially the smallest number that can be
distinguished by the computer. The impossibility of representing numbers exactly
when calculating with computers is the source of round-off error.
The above mentioned limitation of computer arithmetic can also produce two
common computation errors: underflow and overflow. Underflow occurs when a
number smaller that the smallest number that can be represented in the computer
appears in the denominator of an equation. Since the computer cannot distinguish
between the small number and zero, it assumes the value of zero and the result is
an underflow error. Alternatively, when a number larger than the largest one that
can be represented in the computer is obtained for some reason in the course of
computation, the result is an overflow error.
1.2.2 Variables: Real and Complex
Variables are symbolic labels assigned to countable quantities associated with specific problems. They denote quantities that may acquire different values depending
on the circumstances. Like numbers, variables can be integer, real or complex.
Real variables x are quantities who adopt values from the set of real numbers
while complex variables z adopt values from
√ the set of complex numbers x + iy
where x and y are real variables and i = −1. x is called the real part and y the
imaginary part of the complex number x + iy. Real numbers can be represented
as points along the real axis while complex numbers must be represented
using a
p
(complex) plane. Useful related concepts are the modulus |z| = x2 + y2 and the
complex conjugate z∗ = x − iy.
If z1 = x1 + iy1 and z2 = x2 + iy2 then the basic algebraic operations are:
z1 ± z2 = (x1 ± x2 ) + i(y1 ± y2 )
z1 z2 = (x1 + iy1 )(x2 + iy2 )
z2 /z1 =
x1 x2 + y1 y2
x1 y2 − x2 y1
+i 2
2
2
x1 + y1
x1 + y21
Introducing polar coordinates with radius r and amplitude θ then x = r cos θ and
y = r sin θ and a useful alternative representation of z is
z = x + iy = r(cos θ + i sin θ ) = reiθ
The factor eiθ represents a rotation of the real vector r through an angle θ in the
complex plane.
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1.2.3 Functions of Real and Complex Variables
Functions are variables whose values depend on those of other variables. Because of
this, when describing functional relationships, functions are referred to as dependent
variables while the variables that make the values of the function change are called
independent variables. Like numbers, functions can have integer, real or complex
values.
Functions whose arguments are real variables are called functions of a real
variable, f (x), while functions whose arguments are complex variables are called
functions of a complex variable, f (z). In general, since z = x + iy then f (z) =
u(x, y)+iv(x, y). In general, functions can be continuous, piecewise continuous, discontinuous, single valued or multivalued.
1.2.4 Elementary Functions
Elementary real values functions of a real variable are widely used. Examples include the integral power function f (x) = xn , trigonometric functions sin x, cosx,
tan x, and the like.
The function f (x) defined by
f (x) = A0 + A1 x + A2 x2 + ... + An−1 xn−1 + An xn =
N
∑ An xn
n=0
where the Ai ’s are constants called the coefficients of f and they are such that An 6= 0,
is called a polynomial of degree n or a power series of x about x = x0 = 0. The corresponding polynomial about any other value of x0 is obtained by simply replacing
x by x − x0 in the series.
Recall that the function f (x) is said to have a limit L at x = x0 , i.e. limx→x0 f (x) =
L if for any ε > 0 there is a δ > 0 such that when | f (x) − L| < ε , 0 < kx − x0 k < δ .
Moreover, the function f (x) is said to be continuous if the limit exists and limx →
x0 f (x) = f (x0 ) and it is continuous in a domain D if it is continuous at every point
in D, f ∈ C(D).
The determination of the values of x for which the power series about x0 converges is an important question that can be answered by determining whether the
absolute value of the ratio of the (n + 1)-th term to the n−th term in the series has
A
a limit as n → ∞. Defining L = limn→∞ | An+1
|, the interval of convergence is then
n
1
1
(x0 − L , x0 + L ).
It can be shown that if f (x) is a polynomial of degree n ≥ 1 then f (x) = 0 has
at least one (possibly complex) root. Further, there are n zeros of f (x) and the set is
unique (as long as each zero is counted as many times as its multiplicity).
The integral power function of a complex variable z = x + iy with integer n is
defined as
1.2 Variables and Functions: Real and Complex
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f (z) = zn = (x + iy)n = rn (cos θ + i sin θ )n = rn einθ = rn (cos nθ + i sin nθ )
The corresponding polynomial function is just a linear combination of the above,
i.e.
N
∑ An zn
f (z) =
n=0
The power series about a is
∞
f (z) =
∑ An (z − a)n
n=0
which converges whenever
|z − a| <
1
1
=
L limn→∞ | An+1 |
An
The circular and hyperbolic functions are
sin z =
eiz − e−iz
2i
cos z =
eiz + e−iz
2
sinh z =
ez − e−z
2
cosh z =
ez + e−z
2
If the complex variable z = ew where w is complex, then the complex logarithm
is
w = Logz = log|z| + iθ
Note that this function is multivalued having infinitely many branches and a single
branch point at z = 0. The principal value of θ is restricted to 0 ≤ θP < 2π .
As examples, consider the case when z = x + i. The graph of the function f (z) =
sin(z) is shown in Figure 1 and that of f (z) = log(z) in Figure 2.
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Fig. 1.1 The function f (z) = sin(z) = sin(x + i)
1.2.5 Derivatives and Integrals of Functions
The derivative of a function f (x) of a real variable x is defined as
f (x + ∆ x) − f (x)
df
= f ′ (x) = lim
∆ x→0
dx
∆x
as long as the limit exists. Derivatives of higher order are similarly defined.
1.2 Variables and Functions: Real and Complex
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Fig. 1.2 The function f (z) = log(z) = log(x + i)
When all the derivatives up to order n of a function exist and are continuous in
an interval x ∈ [a, b] we write that f ∈ C n [a, b]. If the function f is continuous inside
the interval we write that f ∈ C[a, b].
The symbol ∂dx , denote a differential operator that yields the rate of change of
function f (x) with changes in x when applied to the function.
The derivative of a function of a complex variable is defined as
16
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df
f (z + ∆ z) − f (z)
= f ′ (z) = lim
dz
∆ z→0
∆z
If a function f (z) has a finite derivative (regardless the direction of approach)
and is single valued at each point in a region it is called analytic and its derivative is
continuous.
The (Riemann) integral of a function of a real variable is defined as follows
Z b
N
f (x)dx = lim
∑ f (xi )∆ x
∆ x→0 i=1
a
as long as the limit exists and where N is the number of intervals of size ∆ x in which
the domain x ∈ [a, b] is subdivided.
This generalizes to the line integral (over a curve C from z0 to z1 ) of a function
of a complex variable f (z) = u + iv as follows
Z
f (z)dz =
C
Z
C
(udx − vdy) + i
Z
(vdx + udy)
C
If the curve C can be enclosed in a simple connected region where f (z) is analytic
the integral is path independent. Also, if f (z) = dF(z)/dz then
Z
f (z)dz =
Z z1
z0
C
dF(z) = F(z1 ) − F(z0 )
Furthermore, if z0 = z1
I
f (z)dz = 0
C
which is Cauchy’s integral theorem. The positive direction of integration is the one
that maintains the enclosed area to the left.
Finally, if M is an upper bound for | f (z)| and L is the length of C
|
Z
C
f (z)dz| ≤ ML
If C is a curve in the complex plane and Cε a smaller circular contour (center
= α , radius = ε ) completely inside C
I
C
f (z)
dz =
z−α
I
Cε
f (z)
dz
z−α
and in the limit as ε → 0
f (z) =
which is Cauchy’s integral formula.
1
2π i
I
C
f (α )
dα
α −z
1.3 Vectors and Matrices
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While real numbers, variables and functions consists of a single entity, the specification of complex numbers, variables and functions requires real and imaginary parts.
This section deals with mathematical objects that require multiple entities for their
full determination. Vectors in three-dimensional Cartesian space are specified only
when the values of their three components are given. Matrices are rectangular arrays
of numbers and tensors extend this notion to higher dimensions. Vectors, matrices
and tensors are extensively used in applications.
A very frequently encountered example of the application of vectors and matrices
to the solution of applied problems is the solution of systems of algebraic equations.
Systems of linear algebraic equations occur when several unknown quantities are interliked by means of linear relationships. Such systems appear during the analysis of
very many engineering and scientific problems. Well known engineering examples
include kinematics, statics and dynamics of mechanical systems, the disturbed motion of bodies, the flexural vibrations of structural members and the nodal equations
obtained form applying finite difference, finite volume or finite element methodologies for the solution of initial-boundary value problems in continuum mechanics.
The objective always is to determine the values of the unknowns in the system.
Solution methods are classified as direct or iterative. Direct methods compute a
solution in a predetermined number of steps while iterative methods proceed by
computing a sequence of increasingly improved approximations.
1.3.1 Definition and Properties of Vectors, Matrices and
Determinants
While a scalar is a quantity a characterized only by its magnitude specification of a
vector v requires stating its direction as well as its magnitude |v| = v. Vectors u and
v can be added
w = u+v
Vector addition is commutative and associative. Vectors can also be multiplied by
scalars. Unit vectors are vectors of unit length while the zero vector has zero length
and arbitrary direction. A set of linearly independent unit vectors in 3D Euclidean
space are called unit vectors. In Cartesian coordinates these are written as i, j and k.
These vectors point along the three coordinate directions.
Any other vector can then be expressed by stating its scalar components, vx =
v cos α , vy = v cos β and vz = v cos γ , (the projections of the vector on the directions
of the unit vectors), i.e.
v = vx i + vy j + vz k
18
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where
v = kvk =
q
v2x + v2y + v2z
is called the magnitude (also Euclidean or l2 norm) of the vector v.
The numbers
cos α =
vx
v
cos β =
vy
v
cos γ =
vz
v
are called the direction cosines of v. The direction cosines satisfy the equation
cos2 α + cos2 β + cos2 γ = l 2 + m2 + n2 = 1
and the unit vector in the direction of v, v1 is
v1 =
vy
vz
vx
i+ j+ k
v
v
v
In engineering applications a most important vector is the position vector r representing the position of a point in three dimensional space, i.e.
r = xi + yj + zk
Here x, y, z are the coordinates of the point with respect to a rectangular Cartesian
system and i, j, k are the unit vectors associated with the coordinate system.
The scalar (or dot) product of two vectors a and b is
a · b = ax bx + ay by + az bz = ab cos θ
is a scalar quantity. It is equal to the length of b times the magnitude of the projection
of a onto b and it is also equal to the length of a times the magnitude of the projection
of b onto a. Here θ is the angle between the vectors. Note also that
cos θ =
a·b
ax bx + ay by + az bz
q
=q
ab
a2x + a2y + a2z b2x + b2y + b2z
The dot product is commutative and distributive. Also, the dot product of orthogonal (i.e. linearly independent) vectors is zero. The dot product of a vector with
itself is the square of its magnitude
The vector (or cross) product of two vectors a and b is
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a × b = (ay bz − az by )i + (az bx − ax bz)j + (ax by − ay bx )k = c
This vector c is directed perpendicularly to the plane of the two vectors and has the
magnitude
kck = c = ka × bk = ab| sin θ |
The vector product is not commutative but it is distributive. Also, the vector product
of two parallel vectors is zero.
The tangential velocity vector in rotating systems and the moment vector in mechanics are examples of the above.
Three multiple products are important (a · b)c, the product of the scalar ab cos θ
and the vector c; (a × b) · c, the triple scalar product (and the volume of the parallelepiped formed by the three vectors); and (a × b) × c, a vector in the plane of a
and b, perpendicular a c.
The derivative of a vector with respect to a parameter t is defined as
dv(t)
v(t + ∆ t) − v(t)
= lim
∆ t→0
dt
∆t
If v = f (t)i + g(t)j + h(t)k then
dv d f
dg
dh
=
i+ j+ k
dt
dt
dt
dt
Derivative formulae for vector products are readily obtained from the above definition. Also, note that the derivative of a vector of constant length but changing
direction is perpendicular to the vector.
A rectangular array of elements with n rows and m columns where value and
location of elements are meaningful. An n × m matrix A is written as
a11 a12
 a21 a22

 . .
A = (ai j ) = 
 . .

. .
an1 an2


... a1m
... a2m 

... . 

... . 

... .
... anm
1×n matrices are called row vectors in n-dimensional space ℜn or just n-dimensional
row vectors
y = [ y1 y2 ... yn ]
while n × 1 matrices are called n-dimensional column vectors.
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x1
 x2 
 
.
x= 
.
 
.
xn


Note that two matrices A and B are equal only if they have the same size (i.e.
n × m) and if all their elements are equal (i.e. ai, j = bi j for each i = 1, 2, ..., n and
j = 1, 2, ..., m). If A and B are n × m, their sum C = A + B is a matrix with elements
ci, j = ai j + bi j for each i = 1, 2, ..., n and j = 1, 2, ..., m. If λ is a real number, the
scalar multiplication of A with λ is λ A = (λ ai j ) for each i = 1, 2, ..., n and j =
1, 2, ..., m. Matrix summation has commutative and associative properties. There are
also a zero matrix, a unit matrix and the negative matrix of A. Multiplication with
scalars is distributive.
Various types of square matrices are important in many applications. A is called
a square matrix if n = m. A square matrix A is called diagonal if the only non-zero
elements are aii . The identity matrix I is a special square diagonal matrix in which
each aii = 1 and ai j = 0 whenever i 6= j. A is upper triangular if all elements below
the diagonal are zero. A is lower triangular if all elements above the diagonal are
zero. A square n × n matrix is strictly diagonally dominant if |aii | > ∑nj=1, j6=i |ai j |,
for each i = 1, 2, ..., n.
Matrix multiplication has associative and distributive properties but not commutative. Pre-multiplication of a matrix product with a scalar is the same when performed before or after matrix multiplication. Let A be n × m and B be m × p the
matrix product is defined as
m
C = AB = (ci j ) = ( ∑ aik bk j )
k=1
for each i = 1, 2, ..., n and j = 1, 2, ..., m. I.e. entries on the i-th row of A, aik are multiplied with corresponding entries in the j-th column of B , bk j and all the products
are added together to form the entry ci j in the product matrix C.
The inverse and transpose of a given matrix are important associated matrices. A
square matrix A is non-singular if there exists another matrix, called its inverse A−1
such that AA−1 = A−1 A = I. If A is non-singular n × n, then it can be shown that
A−1 is unique, that A−1 is non-singular and (A−1 )−1 = A and that if B is a nonsingular n × n matrix, then (AB)−1 = B−1 A−1 . If A = (ai j ) is a n × n square matrix
its transpose is defined as AT = (a ji). If A = AT , the matrix is called symmetric.
Note that the transpose of the transpose is the original matrix. The transpose of a
matrix product is the product of the transposes and that of a sum is the sum of the
transposes. Moreover, the transpose of an inverse is the inverse of the transpose.
Positive definite and banded matrices play a key role in many applications. For
instance, the system of linear algebraic equations obtained when boundary value
problems are approximated numerically often consist of positive definite, banded,
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sparse matrices. Moreover, in the case of one-dimensional problems, the matrix is
also tri-diagonal.
The matrix A is called positive definite if it is symmetric and if xT Ax > 0 for
every vector x 6= 0. A square n × n matrix is called a band matrix if integers p > 1
and q < n exist such that ai j = 0 whenever i + p ≤ j or j + q ≤ i. The bandwidth
w = p + q − 1. If w = 3 the matrix is called tridiagonal.
The determinant of a n × n matrix A is a number and is denoted by detA =
|A|. The following are key characteristics of determinants. If A = (a) is 1 × 1 then
detA = a. If A is n × n the minor Mi j is the determinant of the reduced n − 1 × n −
1 sub matrix obtained by deleting the i-th row and the j-th column from A. The
cofactor Ai j associated with Mi j is Ai j = (−1)i+ j Mi j . The determinant of A, detA is
computed as
detA = |A| =
n
n
j=1
j=1
n
n
i=1
i=1
∑ ai j Ai j = ∑ (−1)i+ j ai jMi j
for any i = 1, 2, ..., n,or as
detA = |A| = ∑ ai j Ai j = ∑ (−1)i+ j ai j Mi j
for any j = 1, 2, ..., n.
|A| = 0 if any row or column of A has only zeros or if two rows or two columns
are the same. Row swapping changes the sign of detA. If a row of A is changed by
scalar multiplication with λ , the new determinant is λ |A|. Substitution of a row of
A by the sum of itself with the scalar multiplication of another the determinant does
not change. The determinant of a product is the product of the determinants. The
determinant of AT is the same as that of A. The determinant of A−1 is the reciprocal
of the |A|. For triangular or diagonal matrices |A| = ∏ni=1 aii .
As is the case with vectors, the notion of distance is quite useful when comparing
matrices. Vector norms measure the distance between two vectors (the vector in
question and the zero vector). Matrix norms are numbers measuring the distance
between two matrices.
In general, a vector norm for the vector x = (x1 , x2 , ..., xn)t on ℜn is a function or
mapping k.k from ℜn to ℜ with the following properties
1) kxk ≥ 0
∀
x ∈ ℜn .
2) kxk = 0
if and only if x = (0, 0, ..., 0)t = 0.
∀
α ∈ ℜ and x ∈ ℜn .
3) kα xk = |α |kxk
4) kx + yk ≤ kxk + kyk
∀
x, y ∈ ℜn
The l2 (Euclidean norm) and l∞ ( el infinity) norms of the vector x = (x1 , x2 , ..., xn)t
are defined by
n
kxk2 = ( ∑ x2i )1/2 = kxk
i=1
and
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kxk∞ = max1≤i≤n |xi |
Note that for each x ∈ ℜn
kxk∞ ≤ kxk2 ≤
√
nkxk∞
Therefore, the set of vectors with a l2 norm ≤ 2 in ℜ3 consists of all the points
inside the unit sphere while the set with l∞ ≤ 1 consists of all the points inside the
unit cube.
Since the norm of a vector gives the distance between the vector and the zero
vector, the distance between any two vectors is equal to the norm of the difference
of the vectors, i.e.
n
kx − yk2 = ( ∑ (xi − yi )2 )1/2
i=1
and
kx − yk∞ = max1≤i≤n |xi − yi |
The notion of convergence of a sequence of vectors appears in many applications.
For instance, the solution vectors calculated from numerical solutions of boundary
value problems converge to the solution vector calculated with the finest mesh.
A sequence of vectors in ℜn , {x(k)}∞
k=1 is said to converge to another vector x
with respect to a given norm k.|k if given any ε > 0 there exists an integer N(ε )
such that
kx(k) − xk < ε
∀
k ≥ N(ε )
n
It can be shown that the sequence of vectors {x(k)}∞
k=1 converges to x ∈ ℜ with
respect to k.|k∞ if and only if
(k)
lim xi = xi
k→∞
∀
i = 1, 2, ..., n
A matrix norm on the set of n × n matrices is a real-valued function k.k such that
for any matrices A and B and real numbers α
1) kAk ≥ 0
2) kAk = 0
if and only if ai j = 0
∀
i, j.
3) kα Ak = |α |kAk .
4) kA + Bk ≤ kAk + kBk.
5) kABk ≤ kAkkBk.
The distance between two n × n matrices A and B with respect to this norm is
kA − Bk.
The induced or natural matrix norm is a specially important matrix norm. The
natural matrix norm of a given matrix A can be regarded as the maximum stretching
that the matrix performs on a unit vector.
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If k.k is a vector norm on ℜn then the natural matrix norm associated with the
vector norm kxk is defined as
kAk = maxkxk=1 kAxk
For any vector x, matrix A and norm k.k one has kAxk ≤ kAkkxk.
Useful natural matrix norms are the l2 matrix norm
kAk2 = maxkxk2 =1 kAxk2
and the l∞ norm
n
kAk∞ = maxkxk∞ =1 kAxk∞ = max1≤i≤n ∑ |ai j |
j=1
1.3.2 Eigenvalues and Eigenvectors
With every matrix there are always intimately connected a particular set of characteristic values and characteristic vectors called eigenvalues and eigenvectors, respectively. These objects are important in many applications. For instance, when
solving vibration problems or when solving systems of algebraic equations using iterative methods one is interested in the particular set of vectors x and the associated
numbers λ which satisfy the system
Ax = b = λ x
x and λ are the eigenvectors and the eigenvalues associated with the matrix A.
For a n × n square matrix A, the n-th degree polynomial
p(λ ) = det(A − λ I) = 0
is called the characteristic polynomial of the matrix. The zeros of the characteristic
polynomial p(λ ) are called the eigenvalues of A.
Note that if λ is a zero of p then the linear system (A− λ I)x = 0 (or, alternatively
Ax = λ x has a unique solution x 6= 0 and the vector which solves (A − λ I)x = 0 is
called the eigenvector of A.
Operating the vector x with the matrix A changes the vector. Note that if λ ∈
ℜ > 1, A stretches x out while if λ ∈ ℜ < 1, A shrinks x. Also, if λ < 0 A changes
both sign and length of x.
The notion of spectral radius of a matrix is important in the analysis of iterative
methods for the solution of systems of equations and is also closely related to the
norm of the matrix.
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The spectral radius of A, ρ (A) is ρ (A) = max|λ |. It can be shown that if A is a
n × n matrix then kAk2 = (ρ (AT A))1/2 and also ρ (A) ≤ kAk for any natural norm
k.k.
As a simple example consider the matrix
11
A=
11
The 2 × 2 identity matrix I is
10
I=
01
The characteristic equation in this case is
1−λ 1
p(λ ) = det(A − λ I) = det
= λ 2 − 2λ = 0
1 1−λ
the roots of the characteristic equation and the eigenvalues of A are 2, 0. The spectral
radius of A is then ρ (A) = max|λ | = 2.
Using the eigenvalue λ1 = 2 yields the system
(A − λ1 I)x = (A − 2I)x = 0 =
0
x1,1
−1 1
=
=
0
1 −1 x2,1
The solution to this system is the first eigenvector of A and it is
1
x1,1
=
1
x2,1
Using the second eigenvalue λ2 = 0 yields
(A − λ2 I)x = Ax = 0 =
0
1 1 x1,2
=
=
0
1 1 x2,2
The solution to this system is the second eigenvector of A and it is
−1
x1,2
=
1
x2,2
As another example consider the 5 × 5 tridiagonal matrix
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1 0
 −1 2

A=
 0 −1
 0 0
0 0
0 0
−1 0
2 −1
−1 2
0 0

0
0 

0 

−1 
1
This matrix appears in multiple applications. The l∞ norm is kAk∞ = max(1, 4, 4, 4, 1) =
4.
For this same matrix the characteristic equation is
p(λ ) = det(A − λ I) = λ 5 − 8λ 4 + 23λ 3 − 30λ 2 + 18λ − 4 = 0
√
√
and the eigenvalues of A are 1,√1, 2, 2 + 2, 2 − 2. The spectral radius of A in this
case is ρ (A) = max|λ | = 2 + 2
Using the first eigenvalue λ1 = 1 yields the system
(A − λ1 I)x = (A − I)x = 0 =
  

0
x1,1
0 0 0 0 0
 −1 1 −1 0 0   x2,1   0 
  


  

=
 0 −1 1 −1 0   x3,1  =  0 
 0 0 −1 1 −1   x4,1   0 
0
x5,1
0 0 0 0 0

The solution to this system is the first eigenvector of A and it is

 

0
x1,1
 x2,1   −1 

 

 x3,1  =  −1 

 

 x4,1   0 
1
x5,1
Repeating the solution processes using the other four eigenvalues yields the other
four eigenvectors of A and these are
 
 
 
 

 
 
 

0
0
x1,4
0
x1,3
−1
x1,2
x1,5
 x2,2   0   x2,3   −1   x2,4   1   x2,5   1 
  √  
 
 
 

 
 √ 
 x3,2  =  1  ;  x3,3  =  0  ;  x3,4  =  − 2  ;  x3,5  =  2 
 
 
 
 

 
 
 

 x4,2   1   x4,3   1   x4,4   1   x4,5   1 
x5,4
0
x5,3
0
x5,2
x5,5
0
0
1.3.3 Systems of Linear Algebraic Equations
Systems of simultaneous linear algebraic equations appear in many applications.
Such systems are conveniently represented in terms of matrices and vectors.
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In the previous section, systems of linear algebraic equations were introduced in
connection with eigenvectors. The systems of equations resulting from finite, element, finite volume or finite difference approximations of boundary value problems
are another important example.
The most commonly used methods used to solve such systems are examined in
this section. The systems considered will derive from problems where n = m such
that the number of unknowns is equal to the number of equations.
A linear system of n simultaneous algebraic equations for n variables x1 , x2 , ..., xn
is a set of equations labeled of the form
a11 x1 + a12 x2 + ... + a1nxn = b1
a21 x1 + a22 x2 + ... + a2nxn = b2
.
.
...
.
.
an1 x1 + an2 x2 + ... + annxn = bn
In matrix notation this is written as
Ax = b
It can be shown that if A is a n × n square matrix, the system Ax = 0 has the
unique solution x = 0. Moreover, it can also be shown that the system Ax = b has
a unique solution for any b. Also, A is non-singular, detA 6= 0 and the Gaussian
elimination algorithm can be performed on Ax = b for any b. All these statements
are actually equivalent.
1.3.4 Direct Solution of Systems of Linear Algebraic Equations
A direct method is a procedure used to solve a system of linear algebraic equations
such that the number of operations required to obtain the solution can be determined
in advance. The key to facilitate the direct solution of the system is to transform it
into an equivalent system by means of permissible operations. The goal is to obtain
an equivalent system which is significantly easier to solve than the original system.
The basic method employed to do this is called Gaussian elimination.
An equivalent system can be obtained from the original system by performing
any of the following operations:
Any equation can be multiplied by a constant α and the resulting equation is used
to replace the original one.
Any equation can be multiplied by a constant α , the result then added to any
other equation and the resulting equation replaces the latter.
Any two equations in the list can be exchanged.
Therefore, as mentioned before, the n × n system
a11 x1 + a12 x2 + ... + a1nxn = b1
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.
a21 x1 + a22 x2 + ... + a2nxn = b2
.
...
.
.
an1 x1 + an2 x2 + ... + annxn = bn
can be represented as
Ax = b
where
a11 a12
 a21 a22

 . .
A=
 . .

. .
an1 an2


... a1m
... a2m 

... . 

... . 

... .
... anm

x1
 x2 
 
.
x= 
.
 
.
xn

and

b1
 b2 
 
 . 
b= 
 . 
 
.
bn

The augmented matrix Aaug = [A, b] is the n × n + 1 rectangular matrix
a11
 a21

 .
Aaug = [A, b] = 
 .

.
an1

a12
a22
.
.
.
an2

... a1n b1
... a2n b1 

... . . 
=
... . . 

... . .
... ann b1
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a11 a12 ... a1n a1n+1
 a21 a22 ... a2n a2n+1 


 . . ... . . 
=

 . . ... . . 


. . ... . .
an1 an2 ... ann a1n+1


In terms of the augmented matrix Gaussian elimination involves two steps: triangularization and back-substitution. Triangularization is obtained through a process
of sequential elimination. Starting with the first equation and using the permissible
operations, x1 is eliminated from all equations but the first one. As a result, new
(1)
coefficients ai j are produced and these are given by the formulae
(1)
a11 = 1
(1)
a1 j =
a1 j
a11
(1)
( j > 1)
(1)
ai j = ai j − ai1 a1 j
(i, j ≥ 2)
Next, x2 is eliminated from all equations except the first two, and the corresponding
formulae for the new coefficients are
(2)
a22 = 1
(1)
(2)
a2 j =
(2)
(1)
a2 j
(1)
( j > 2)
a22
(1) (2)
ai j = ai j − ai2 a2, j
(i, j ≥ 3)
The process continues until xn−1 is eliminated from all equations except the first
n − 1.
The resulting matrix of new coefficients is upper triangular. One can calculate
directly the value of xn from the last equation, then xn−1 from the one before it and
so on until x1 is determined from the first. This process is called back-substitution.
Concerning the number of operations performed in the elimination stage one has
(2n3 + 3n2 − 5n)/6 multiplications/divisions and (n3 − n)/3 additions/subtractions.
The backward substitution requires (n2 + n)/2 multiplications/divisions and (n2 −
n)/3 additions/subtractions. Thus, in total we have n3 /3 + n2 − n/3 ≈ n3 multiplications/divisions and n3 /3 + n2 /2 − 5n/6 ≈ n3 additions/subtractions. This total
number of operations increases rapidly with the size of the problem and shows that
roundoff error can become a significant problem for large values of n..
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Matrix factorization is a process designed to represent the original matrix by a
product of matrices with special form. It is often useful to factorize a matrix A so
that A = LU where L and U are, respectively, lower and upper triangular matrices.
Note that if A = LU, in the system Ax = b = LUx = b = Ly = b where y = Ux.
This is the basis of the LU algorithm used to solve linear systems of equations.
Matrix factorization can be used to solve a linear system in two easily performed
steps. First one solves the system Ly = b for y. The resulting solution vector y is the
used to solve the system Ux = y for x. Since L and U are triangular, the solution is
easy and requires fewer operations (O(n2 )).
The LU Factorization Algorithm starts with a given matrix A and vector b. One
then selects numbers l11 and u11 such that
l11 u11 = a11
Next, set u1 j = a1 j /l11 and l j1 = a j1/u11 for j = 2, 3, .., n. Then select lii and uii
such that
i−1
liiuii = aii − ∑ lik uki
k=1
for i = 2, 3, .., n − 1
Now, for j = i + 1, ..., n compute
i−1
ui j = [ai j − ∑ lik uk j]/lii
k=1
i−1
l ji = [a ji − ∑ l jk uki]/uii
k=1
Finally, select lnn and unn such that
i−1
lnn unn = ann − ∑ lnk ukn
k=1
Note that if l11 u11 or liiuii equal zero factorization is impossible and if lnn unn = 0
, A is singular.
It can be shown that if Gaussian elimination can be performed on Ax = b without
row interchanges then A can be factored such that A = LU.
The numerical result obtained by Gauss elimination can be improved further if
the necessary corrections are relatively small. Say an (approximate) solution to the
system Ax = b has been found and it is x0 . Since the real solution is x = x0 + δ and
the residual ε = b − Ax0 then
Aδ = ε
Gaussian elimination can now be performed in this system to find the correction δ .
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As an example, consider the system of four equations
x1 = 0
1000
−x1 + 2x2 − x3 =
243
800
−x2 + 2x3 − x4 =
243
x4 = 0
Since x1 = x4 = 0, this is clearly equivalent to the system of two equations
1000
243
8000
−x2 + 2x3 =
243
2x2 − x3 =
Multiplication of the second equation times 2 and addition of the result to the
first one yields the equivalent triangular system
1000
243
17000
3x3 =
243
2x2 − x3 =
Back-substitution starts by solving for x3 gives
x3 = 23.319615
Finally, substituting this result into the first equation gives
x2 = 13.717421
1.3.5 Iterative Solution of Systems of Linear Algebraic Equations
Large systems of linear algebraic equations can often be more conveniently solved
by iterative methods. An iterative method starts with an initial guess of the values
of the solution vector and proceeds to compute a sequence of improved approximations.
To solve Ax = b by iteration one starts with an initial approximation x(0) to the
solution vector x and then generates a sequence of approximate solution vectors
{x(k)}∞
k=1 which converges to the actual solution x. The key is to transform the
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original system Ax = b into a form x = Tx + c and produce the sequence of iterates
from the rule
x(k+1) = Tx(k) + c
just like one does when solving single equations using fixed point iteration. Iterations stop when the relative difference between two subsequent iterates drops below
an specified level of error tolerance, i.e.
kx(k+1) − x(k) k∞
≤ T OL
kx(k+1) k∞
A general iteration scheme proceeds as follows. Given an initial guess x0 , one
computes the residual vector
r0 = b − Ax0
and solves the associated linear system
Mz0 = r0
where M is a suitable pre conditioner, to determine an improved guess x1 = x0 + z0 .
Subsequently, for k = 1, 2, ... one computes the sequence of iterates
xk+1 = xk + zk
where zk is obtained as the solution of
Mzk = rk
where
rk = b − Axk
The process is repeated until a desired level of tolerance is achieved.
Iterative methods based on the determination of the components of the solution
vector one at a time are called point iteration schemes.
The simplest method is the point Jacobi iterative method. The method consists
(k+1)
of solving the i-th equation in the system Ax = b for xi
with assumed values of
(k)
xi to obtain
(k+1)
xi
=
n
1
(k)
(− ∑ ai j x j + bi )
aii
j=1, j6=i
In matrix notation this is
x(k+1) = TJ x(k) + cJ
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where
TJ = D−1 (L + U)
and
cJ = D−1 b
and D is the diagonal matrix with same diagonal entries as A, −L is the strictly
lower triangular part of A, and −U is the strictly upper triangular part of A.
In terms of the pre conditioner M, this is simply equal to the diagonal D of A in
the case of the Jacobi method.
In the practical implementation of point iteration methods the calculation of the
solution vector components proceeds sequentially starting with the first equation
and ending with the last one. Therefore, in the Jacobi method above, when the com(k+1)
(k+1)
ponent xi
is calculated, the values of all the components x j
for j < i have al(k)
ready been computed. Using these values instead of x j accelerates the convergence
of the iteration process and this is the basis of the Gauss-Seidel iterative method.
The Gauss-Seidel method produces more frequent updating by using components
of the vector iterates as soon as they are computed
(k+1)
xi
=
i−1
n
1
(k+1)
(k)
(− ∑ ai j x j
) − ∑ ai j x j + bi )
aii
j=1
j=i+1
In matrix notation this is
x(k+1) = TGS x(k) + cGS
where
TGS = (D − L)−1 U
and
cGS = (D − L)−1 b
In the Gauss-Seidel method the pre conditioner M is equal to the lower triangle
of A.
It can be shown that for any x(0) , the sequence {x(k)}∞
k=1 defined by
x(k+1) = TJ x(k) + cJ
converges to the unique solution x = Tx + if and only if the spectral radius of T,
ρ (T) < 1.
If kTk < 1 corresponding error bounds associated with the speed of convergence
are
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kx − x(k)k ≤ kTkk kx(0) − xk ≈ ρ (T)k kx(0) − xk
and
kx − x(k)k ≤
kTkk
kx(1) − x(0) k
1 − kTk
If A is strictly diagonally dominant, then for any choice of x(0) both the Jacobi
and the Gauss-Seidel methods produce sequences {x(k)}∞
k=1 that converge to the
unique solution of Ax = b.
For the system Ax = b it is most desirable to select iterative techniques with
minimal ρ (T) < 1.
Note that if ai j ≤ 0 for each i 6= j and aii > 0 for each i = 1, 2, ..., n then one and
only one of the following holds
1) 0 ≤ ρ (TGS ) < ρ (TJ ) < 1.
2) 1 < ρ (TJ ) < ρ (TGS ).
3) ρ (TJ ) = ρ (TGS ) = 0.
4) ρ (TJ ) = ρ (TGS ) = 1.
The residual is a useful gage for tracking the progress of iteration. If x∗ is an
approximation to the solution of Ax = b, the corresponding residual vector is simply
defined as
r = b − Ax∗
Let the intermediate approximate solution vector
(k)
(k)
(k)
(k)
(k−1)
xi = (x1 , x2 , ..., xi−1, xi
(k−1)
, ..., xn
)
The associated residual vector is then
(k)
(k)
(k)
(k)
ri = (r1i , r2i , ..., rni )
Using the residual vector, the Gauss-Seidel iteration scheme is
(k+1)
xi
(k)
= xi +
(k+1)
rii
aii
A modified Gauss-Seidel procedure called Successive Over-Relaxation (SOR)
Iteration is given by
(k+1)
xi
(k)
= xi + ω
(k+1)
rii
aii
where 0 < ω < 1 is the relaxation factor which in some cases reduces the norm of
the residual vector and produces faster convergence.
In the previous notation the SOR scheme is
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(k+1)
xi
(k)
= xi +
n
i−1
ω
(k)
(k+1)
− ∑ ai j x j + bi )
(− ∑ ai j x j
aii
j=i
j=1
In matrix notation this is
x(k+1) = Tω x(k) + cω
where
Tω = (D − ω L)−1 ((1 − ω )D + ω U)
and
cω = ω (D − ω L)−1 b
Note that the SOR scheme is identical to the Gauss-Seidel scheme when ω = 1.
If aii 6= 0 for each i then ρ (Tω ) ≥ |ω − 1|, and the SOR method can converge
only if 0 < ω < 2.
It can be shown that if A is positive definite and 0 < ω < 2 then SOR iteration
converges for any choice of x(0) .
It can also be shown that if A is positive definite and tridiagonal then ρ (TGS ) =
ρ (TJ )2 < 1 and the optimal choice of ω = ω ∗ for the SOR method is
ω∗ =
2
p
1 + 1 − ρ (TJ )2
In terms of the pre conditioner M, this is simply equal to ω −1 D − L where D
is the diagonal of A and L is the strict lower triangle of A in the case of the SOR
method.
As an example of the implementation of the above point iteration methods, consider again the system of equations
x1 = 0
1000
−x1 + 2x2 − x3 =
243
8000
−x2 + 2x3 − x4 =
243
x4 = 0
The exact solution was obtained by Gauss elimination before as

 

0
x1,ex
 x2,ex   13.717421 

 

 x3,ex  =  23.319615 
0
x4,ex
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(k)
Using the notation xi to refer to the k-th iterate of the i-th component of the
solution vector, the scheme for the Jacobi iteration method becomes
(k+1)
=0
1000
1
(k)
(k)
(k+1)
)
x2
= (x1 + x3 +
2
243
8000
1 (k)
(k)
(k+1)
)
x3
= (x2 + x4 +
2
243
x1
(k+1)
x4
=0
The Jacobi iteration matrix in this case is


0 0 0 0
 1 0 1 0
2
2

TJ = D−1 (L + U) = 
0 1 0 1 
2
2
0 0 0 0
And its spectral radius is
ρ (TJ ) =
1
2
The optimal value of the relaxation factor is then
ω∗ =
2
1+
p
1 − ρ (TJ )2
= 1.071796
As mentioned before, in practice, the calculation of iterate values are performed
sequentially one variable at a time starting with the first equation. In the Jacobi
method the previous iterate values are used exclusively in all equations to compute
new iterates.
The scheme for the Gauss-Seidel iteration method is
(k+1)
=0
1 (k+1)
1000
(k+1)
(k)
x2
= (x1
+ x3 +
)
2
243
8000
1 (k+1)
(k)
(k+1)
)
+ x4 +
x3
= (x2
2
243
(k+1)
x4
=0
x1
(k+1)
Note that in the Gauss-Seidel method the freshly computed iterates x1
(k+1)
x2
are used in computation as soon as they become available.
Finally, the scheme for the SOR iteration method is
(k+1)
x1
=0
and
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ω (k+1)
1000
(k)
(k)
(x1
)
+ 2x2 + x3 +
2
243
ω (k+1)
8000
(k+1)
(k)
(k)
(k)
x3
= x3 + (x2
+ 2x3 + x4 +
)
2
243
(k+1)
x4
=0
(k+1)
x2
(k)
= x2 +
As an acceptable tolerance level, we shall make the iterations stop when the
maximum relative error
(k+1)
emax = MAX(k
xi,ex − xi
xi,ex
k) ≤ 10−4
In practice, the exact solution is generally unknown and then the iterations are
made to stop when the maximum difference between two subsequent iterates, divided by the actual value of the iterate is less that the specified tolerance.
Let the first guess for the solution vector be
 
(0) 
x1
0
 (0)   
x
 2  0
 (0)  =  
0
 x3 
(0)
0
x4

The following table summarizes the results of applying the three iteration schemes
to this problem
Method
Jacobi
Gauss-Seidel
SOR
Exact
(k)
(k)
Iterations x2
x3
emax
14
13.716587 23.318197 6.085 × 10−5
8
13.716712 23.319265 5.172 × 10−5
6
13.717307 23.319587 8.342 × 10−6
13.717421 23.319615 -
Note the accelerated convergence of the Gauss-Seidel method compared to that
of the Jacobi method due to the use of values available in the memory of the computer as soon as they become available. Note also the additional increase in convergence speed when the optimal value of the relaxation factor is used.
Another group of iterative methods is based on the computation of improved
approximations based on some optimization criterion. The methods of steepest descent, conjugate directions and the conjugate gradient method are the best known
examples.
The conjugate gradient method was originally developed as a direct method of
solution of linear algebraic systems of equations. However, the method is most successful when used as an iterative scheme on preconditioned matrices for the solution
of large sparse systems of equations with special structure such as those which arise
during the solution of boundary value problems.
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The method proceeds from an initial approximation x0 to the solution, through an
advancement towards an improved approximation along a selected, optimal search
direction.
Recall that if x is an approximation to the desired solution vector, the residual
vector is defined as
r = b − Ax
It can then be shown that a solution of the system Ax = b is the vector x∗ which
minimizes the functional
g(x) = x · Ax − 2x · b
Since the direction of greatest decrease of g(x) is the direction of the vector
−∇g(x) = −2(Ax − b) = 2r, where ∇ is a vector operator defined and described in
more detail in Chapter 6, the search direction given by the formula
v(k+1) = r(k) = b − Ax(k)
and is the direction that minimizes the residual. This choice of direction, together
with the number
tk =
v(k) · b − Ax(k−1)
v(k) · Av(k)
and the iteration formula
x(k) = x(k−1) + tk v(k)
produces the method of steepest descent. The method is easily implemented but it
exhibits slow convergence when solving linear systems and is rarely used. Improved
search direction methods that accelerate convergence are desirable.
The use of the A-orthogonal set of direction vectors produces the conjugate direction method. In this method one chooses the search direction vectors v(k) so that
they satisfy the A-orthogonality condition
v(i) · Av( j) = 0
for i 6= j.
Once the search direction vectors have been selected one computes the number
tk =
v(k) · b − Ax(k−1)
v(k) · Av(k)
and the improved approximation is calculated from
x(k) = x(k−1) + tk v(k)
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It can be shown that the vectors r(k) and v( j) satisfy the equations
r(k) · v( j) = 0
for each j = 1, 2, ..., k.
Although in appearance iterative, this is actually a direct method since it produces
the exact solution in n steps if exact arithmetic is used.
As an example, consider the system of equations
4x1 − x2 + 2x3 = 12
−x1 + 5x2 + 3x3 = 10
2x1 + 3x2 + 6x3 = 18
Using as initial guess the values (x01 , x02 , x03 ) = (1, 0, 0) the table below shows the
progress of the conjugate gradient iteration process in this case
Iteration k
0
1
2
3
(k)
(k)
x1
x2
x3
1.0
0.0
0.0
1.93111634 1.280285 1.8622328
2.5976727 1.2963326 1.60808098
3.0
2.00000024 1.00000072
In the classical conjugate gradient method, the search directions are selected so
that the residual vectors are mutually orthogonal.
So, starting from
r(0) = b − Ax(0) ; v(1) = r(0)
for k = 1, 2, ..., n one computes the sequence of numbers
tk =
r(k−1) · r(k−1)
v(k) · Av(k)
x(k) = x(k−1) + tk v(k)
r(k) = r(k−1) − tk Av(k)
sk =
r(k) · r(k)
r(k−1) · r(k−1)
v(k+1) = r(k) + sk v(k)
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However, the methods described above are not generally used for the solution
of linear systems. Their main area of application is to the solution of non-linear
systems de algebraic equations.
1.4 Interpolation and Approximation
Interpolation is a commonly encountered numerical approximation problem. For
instance, the census provides demographic data at specific points in time. If one
needs to estimate population related values for points in time different from those
for which census data is available one must use interpolation and approximation
methods. In this session you will learn the fundamentals of interpolation and approximation and also how to produce high accuracy estimates of the values of unknown
quantities using interpolation and approximation algorithms.
1.4.1 Interpolation and Lagrange Polynomial
Algebraic polynomials are real valued mappings (functions) which uniformly approximate continuous functions and have the form of a power series about x0 = 0,
i.e.
pn (x) = an xn + an−1 xn−1 + ... + a1x + a0
One wants to know how well a polynomial pn (x) approximates any given function f (x). It can be shown (Weierstrass) that for any f (x) ∈ C[a, b] there is also an
ε > 0 and a polynomial P(x) such that, for all x ∈ [a, b]
| f (x) − pn (x)| < ε
pn (x) is called the interpolating polynomial and the difference f (x) − pn (x) can
be called the truncation error involved when approximating the function with the
specific interpolating polynomial.
Although simple power series and Taylor polynomials provide good approximations to functions at isolated points but not over intervals of points. Therefore,
alternatives to Taylor polynomials are clearly required.
The algebraic polynomial of degree one which that passes through two points
(x0 , y0 ), (x1 , y1 ) is the first order Lagrange polynomial and is given by
P1 (x) =
x − x1
x − x0
y0 +
y1 = L0 (x)y0 + L1 (x)y1
x0 − x1
x1 − x0
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Where L0 (x), L1 (x) are the Lagrange quotients.
In general, the polynomial of degree n that passes through n + 1 points is the nthorder Lagrange interpolating polynomial and it can be shown that this polynomial
is unique. If x0 , x1 , ..., xn are n + 1 distinct numbers and the function f takes values
at those numbers there is a unique polynomial Pn (x) of degree at most n such that
f (xk ) = Pn (xk )
for each k = 0, 1, ..., n. The polynomial is
n
Pn (x) =
∑ Ln,k (x) f (xk )
k=0
with
n
Ln,k (x) = Lk =
(x − xi )
i=0,i6=k (xk − xi )
∏
for each k = 0, 1, ..., n.
As an example consider the function f = x4 . The first order Lagrange interpolating polynomial passing through the points x0 = 0, x1 = 5 is given by
P1 (x) =
x−0 4
x−5
0+
5 = 125x
0−5
5−0
while the second order Lagrange interpolating polynomial passing through the
points x0 = 0, x1 = 2.5, x2 = 5 is given by
P2 (x) =
x − 2.5 x − 5
x−0 x−5
x − 0 x − 2.5 4
0+
2.54 +
5 = 43.75x2 − 93.75x
0 − 2.5 0 − 5
2.5 − 0 2.5 − 5
5 − 0 5 − 2.5
This is a parabola with a minimum value of −50.2232 at x = 1.0714.
Figure 3 shows the graphs of f (x), P1 (x) and P2 (x).
One is clearly interested in the error involved in polynomial approximation. If
f (x) ∈ C n+1 [a, b] and xk ∈ [a, b] for all k = 0, 1, ..., n, then, for each x ∈ [a, b] there
is a number ξ (x) ∈ [a, b] such that the approximation error is
ε = f (x) − Pn (x) =
f n+1 (ξ (x))
(x − x0 )(x − x1 )...(x − xn )
(n + 1)!
Compare the above with the error involved with the Taylor polynomial.
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Fig. 1.3 The function f (x) = x4 and the first and second order Lagrange interpolating polynomials
εT = f (x) − pn (x) =
f n+1 (ξ (x))
(x − x0 )n+1
(n + 1)!
For the example above of the function f (x) = x4 , Figure 4 shows the approximation error involved when using the first and second order Lagrange polynomials.
The values of the integrals of the absolute values of the errors for x between 0 and 6
are 1180.2 and 314.05 respectively.
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Fig. 1.4 Error involved when approximating f (x) = x4 and the first and second order Lagrange
interpolating polynomials
1.4 Interpolation and Approximation
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In applications, one may be interested in computing the Lagrange Polynomial
agreeing with given point values of function.
Let f be a function defined at the n + 1 points x0 , x1 , ..., xn and let m1 , m2, ..., mk
k distinct integers with 0 ≤ mi ≤ n for each i. The Lagrange polynomial agreeing with f at the k points xm1 , xm2 , ..., xmk is denoted by Pm1 ,m2 ,...,mk . Depending on
which point values are used different polynomials of the same order can be computed. Morover, depending on the number of points used in computation, different
polynomials of various orders can also be computed.
For instance, for the function f (x) and the five points x0 , x1 , x2 , x3 , x4 P1,2,4 is the
Lagrange polynomial that agrees with f at x1 , x2 , x4 .
For f defined at k + 1 points x0 , x1 , ..., xk and two numbers in the set xi and x j the
kth Lagrange polynomial interpolating f is
P(x) =
(x − x j )P0,1,... j−1, j+1,...,k(x) − (x − xi )P0,1,...i−1,i+1,...,k(x)
(xi − x j )
The interpolating polynomials can be conveniently generated in recursive fashion
by using Neville’s method, which is as follows.
Let the interpolating polynomial of degree j on the j +1 numbers, xi− j , xi− j+1, ..., xi−1, xi
be represented by Qi, j . Therefore,
Qi, j = Pi− j,i− j+1,...i−1,i
For example, using this notation, the sequential calculation of the interpolating
polynomial for two points x0 and x1 is done by evaluating in turn Q0,0 = P0 , Q1,0 =
P1 so that
P0,1 = Q1,1 =
(x − x0 )Q1,0 − (x − x1 )Q0,0
x1 − x0
Neville’s method in general requires first the specification of the points involved,
next, Qi, j is calculated and finally P.
1.4.2 Cubic Spline Interpolation
Instead of using one and the same polynomial to approximate a given function over
an entire interval it is often more convenient to use separate polynomials over multiple subintervals obtained by dividing the original interval into contiguous subintervals. Therefore, to approximate a function on an interval, one can first subdivide the
interval into a set of smaller subintervals and then approximate the function with a
(perhaps) different polynomial on each subinterval, i.e. perform piecewise polynomial approximation (PPA).
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The simplest PPA consists of piecewise linear polynomials (i.e. straight lines
connecting pairs of points). This is practical and easy to do but the approximation
is not differentiable at the approximation points although this does not matter much
when using finite elements. Alternatively one could use piecewise quadratic, cubic
or Hermite polynomials. If piecewise cubic polynomials satisfying certain conditions are used one obtains cubic spline interpolation.
Let f (x) be a function defined ∈ [a, b]. Consider points inside the domain of
definition of f given as a = x0 < x1 < ... < xn = b. The cubic spline interpolant S(x)
for f is a piecewise continuous function that satisfies the following conditions:
a) S(x) = S j (x) is a cubic polynomial on each subinterval [x j , x j+1], i.e.
S j (x) = a j + b j (x − x j ) + c j (x − x j )2 + d j (x − x j )3
for j = 0, 1, ..., n − 1.
b) S(x j ) = f (x j ) for each j = 0, 1, ..., n.
c) S j+1(x j+1 ) = S j (x j+1 ) for each j = 0, 1, ..., n − 2.
d) S′j+1(x j+1 ) = S′j (x j+1) for each j = 0, 1, ..., n − 2.
e) S′′j+1(x j+1 ) = S′′j (x j+1) for each j = 0, 1, ..., n − 2.
f) One of the following two boundary conditions:
i) S′′ (x0 ) = S′′ (xn ) = 0 (free or natural conditions → natural spline ).
ii) S′ (x0 ) = f ′ (x0 ) and S′ (xn ) = f ′ (xn ) (clamped conditions).
It can be shown that the any given function f defined at the points has a unique
natural spline interpolant. If the function is also differentiable at the ends of the
interval [a, b], then it has a unique clamped spline interpolant. In general, the approximation error obtained when using the clamped spline is smaller than the one
resulting from the use of the natural spline, specially in the vicinity of the ends of
the interval [a, b].
In the case of the natural spline interpolant, taking h j = x j+1 −x j , the coefficients
a j , b j , d j of S j (x) are given by
a j = f (x j )
bj =
(a j+1 − a j ) h j
− (2c j + c j+1 )
hj
3
dj =
(c j+1 − c j )
3h j
Also, while c0 = cn = 0, the remaining coefficients c j for j = 1, 2, ..., n − 1 must
be obtained by solving the following tridiagonal system of linear algebraic equations:
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h j−1c j−1 + 2(h j−1 + h j )c j + h j c j+1 =
3
3
(a j+1 − a j ) −
(a j − a j−1)
hj
h j−1
The computation of the natural cubic spline interpolant proceeds as follows:
Given the sets of numbers xi and the values of ai = f (xi ) for i = 0, 1, 2, ..., n, one
computes the steps hi = xi+1 − xi and sets up the system of equations to solve for
the c j ’s. substituting the resulting coefficient values into the expression for S j (x) for
each subinterval yields the desired approximation.
In the case of the clamped spline, coefficients a j , b j , d j are computed using the
same formulae above but the system of equations for c j must be augmented with the
equations corresponding to x = a and x = b, namely
2h0 c0 + h0 c1 =
3
(a1 − a0 ) − 3 f ′ (a)
h0
and
hn−1 cn−1 + 2hn−1 cn = 3 f ′ (b) −
3
(an − an−1 )
hn−1
The computation of the clamped spline proceeds along identical lines to those of
the natural spline.
If the function f is at least four times differentiable (i.e. f ∈ C 4 [a, b] and
4
max| ddx4f )| = M then one can show that the interpolation error of the clamped spline
S(x) is bounded by
| f (x) − S(x)| ≤
5M
max(x j+1 − x j )4
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As an example consider the case of the famous Runge function
f (x) =
1
1 + 25x2
the natural spline interpolant obtained using the points [x0 , x1 , x2 , x3 ] = [0, 0.5, 1.0, 1.5]
is obtained as

if 0 < x < 0.5
 1.0 − 2.120394x + 1.585025x3
S = 0.603743 − 0.931625x + 2.377538(x − .5)2 − 1.824331(x − .5)3 if 0.5 < x < 1

−0.039202 + 0.077664x − 0.358958(x − 1)2 + 0.239305(x − 1)3 if 1.0 < x < 1.5
Figure 5 below shows the graphs of the Runge function and its natural spline
interpolant.
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Fig. 1.5 The Runge function and its natural spline interpolant
1.5 Numerical Differentiation and Integration
Many problems in applied mathematics require the determination of quantities specified by derivatives or by integrals. For instance, the time rate of change of a transported quantity such as momentum, energy or mass must be determined during the
solution of momentum, heat or mass transfer problems, respectively. Also, in optimization, gradients Hessians and Jacobians involve various derivatives. The deter-
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mination of moments of inertia of beams of arbitrary section involves the evaluation
of integrals. Also, the calculation of expected values of random variables requires
the evaluation of an integral.
In many cases of practical interest the required derivatives and integrals cannot
be obtained in closed form and a numerical method must be applied in order to
obtain approximate values. In this session the fundamentals of numerical differentiation and integration are described and you will learn to identify and apply the most
effective numerical algorithms used to evaluate derivatives and integrals.
1.5.1 Numerical Differentiation
Let h be a small number. Let also x0 and x1 = x0 + h ∈ [a, b] and f ∈ C 2 [a, b]. A first
approximation to the derivative of f at x0 , ddxf |x=x0 = f ′ (x0 ) can be obtained using a
first order Lagrange polynomial to approximate f (x), differentiating it with respect
to x and then evaluating at x = x0 . The result is
f ′ (x0 ) =
f (x0 + h) − f (x0 ) h ′′
− f (ξ (x))
h
2
For h > 0 one obtains the forward difference formula and for h < 0, the backward
difference formula. Note that the error in the approximation of the derivative by the
first term on the right hand side is directly proportional to h and to f ′′ . Because
of the dependency of the error in the approximation on h, the above formulae are
approximations of the first order (i.e. truncation error is O(h)).
Higher order approximations can readily be obtained using higher order Lagrange polynomials. In general, for x = x j , the n + 1 point approximation formula
is
f ′ (x j ) =
n
∑ f (xk )L′k (x j ) +
k=0
f (n+1) (ξ (x j )) n
∏ (x j − xk )
(n + 1)! k=0,k6
=j
In particular, a three point formula (which requires values of f at only two points!)
is
f ′ (x0 ) =
1
h2
[ f (x0 + h) − f (x0 − h)] + f (3) (ξ1 (x j ))
2h
6
where ξ1 ∈ [(x0 − h), (x0 + h)]. Note that the truncation error here is proportional to
h2 and to f (3) . The formula is second order accurate (i.e. truncation error is O(h2 )).
Approximations to higher order derivatives are similarly obtained. For example
2
for the second derivative ddx2f |x=x0 = f ′′ (x0 ) one has
f ′′ (x0 ) =
h2 (4)
1
[
f
(x
+
h)
−
2
f
(x
)
+
f
(x
−
h)]
−
f (ξ (x))
0
0
0
h2
12
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If M is used to denote an upper bound for f ′′ then a bound for the truncation error
|h|M
in approximating f ′ (x0 ) is εT ≈ 2 for the two-point formula. Alternatively, for the
three point formula, if M denotes instead an upper bound for the third derivative f ′′′ ,
2
the bound for the truncation error is given by εT ≈ h 6M .
Note that as h → 0, εT → 0. However, the roundoff error εR ≈ h1 → ∞. Therefore,
the total error of the approximation (for the three point formula) is of the form
ε=
δ h2 M
+
h
6
where δ is a bound on the roundoff error and it is of the order of the accuracy to
which f is known.
1.5.2 Numerical Integration
An approximation to the integral of f (x) ∈ [a, b] is an expression of the form
n
Z b
f (x)dx ≈ ∑ ai f (xi )
a
i=0
where the ai ’s are called weights and the xi ’s are called nodes and must be specified. Once suitable values of ai and xi for i = 0, 1, 2, ..., n are selected, the resulting
expression is called a quadrature formula.
Since f (x) can be approximated by a Lagrange polynomial Pn (x) = ∑ni=0 f (xi )Li (x)
Z b
f (x)dx =
Z b n
∑
a i=0
a
f (xi )Li (x) +
Z b n
∏(x − xi )
a i=0
n
∑ ai f (xi ) +
i=0
where ai =
case is
Rb
a
Z b n
f (n+1) (ξ (x))
dx =
(n + 1)!
∏(x − xi )
a i=0
f (n+1) (ξ (x))
dx
(n + 1)!
Li (x)dx for each i. Therefore, the general quadrature formula in this
Z b
a
n
f (x)dx ≈ ∑ ai f (xi )
i=0
and the error in the approximation is
ε=
1
(n + 1)!
Z b n
∏(x − xi ) f (n+1) (ξ (x))dx
a i=0
Specific quadrature formulae are obtained once specific Lagrange polynomials
are used. For instance, if first order polynomials are used one obtains the trapezoidal
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rule
Z b
a
h
h3
f (x)dx = [ f (a) + f (b)] − f ′′ (ξ (x))
2
12
where h = b − a and ξ ∈ [a, b].
And if second order Lagrange polynomials are used one obtains Simpson’s rule.
Z b
a
h5
h
f (x)dx = [ f (a) + f (b) + 4 f (c)] − f (4) (ξ (x))
3
90
where c = (a + b)/2 and ξ ∈ [a, b].
The degree of accuracy o precision of a quadrature formula is the largest value
of n such that the quadrature formula is exact for xk ; k = 0, 1, 2, ..., n.
For instance, for the trapezoidal rule n = 1 and for Simpson’s rule n = 2.
The Newton-Cotes quadrature formulae generalize the above idea. For example,
the n + 1 point closed N-C approximation formula is
Z b
a
n
f (x)dx ≈ ∑ ai f (xi )
i=0
with
ai =
Z b=xn
a=x0
Li (x)dx =
Z b=xn
a=x0
n
(x − x j )
dx
(x
j=0, j6=i i − x j )
∏
Note that if n = 1 one obtains the trapezoidal formula; if n = 2, Simpson’s formula
and if n = 3, Simpson’s 3/8 rule.
In practice, numerical integration is more conveniently performed in a piecewise
fashion using low order Newton-Cotes formulae in each of a collection of sub domains of the interval [a, b]. The key is to partition the original interval [a, b] into
sub domains, perform numerical integration in each sub domain and then add the
results together. With this one can readily construct the frequently used composite
Simpson, composite trapezoidal and composite midpoint formulae.
For instance, if the domain is divided into n (an even number) non overlapping
subintervals and Simpson’s rule is applied in each subinterval one obtains the Composite Simpson Formula.
An important characteristic of all composite quadrature formulae is that they are
all stable with respect to roundoff error i.e. ε ≈ (b −a)δ , where ε is the accumulated
roundoff error and δ is a bound on the roundoff error. This means that higher accuracy can be obtained by increasing the number of subdivisions without increasing
the roundoff error. This is in strong contrast with numerical differentiation.
When the function to be integrated changes rapidly over a small interval, nodes
must be more closely spaced to obtain high accuracy. In regions of slow variation,
nodes can be more separated. Integration formulae capable of adjusting node spac-
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ings according to the rate of variation of the function are called adaptive quadrature
formulae.
R
Specifically, to approximate ab f (x)dx with a specified tolerance ε > 0 one can
start by using Simpson’s rule with h = (b − a)/2
Z b
a
f (x)dx = S(a, b) −
h5 (4)
f (µ )
90
with S(a, b) = (h/3)[ f (a) + 4 f (a + h) + f (b)]. Next, the same rule can be used with
h∗ = h/2 = (b − 2)/4 to give
Z b
f (x)dx = S(a,
a
a+b
a+b
h5 (4)
) + S(
, b) −
f (µ )
2
2
1440
a+b
with S(a, a+b
2 ) = (h/6)[ f (a)+4 f (a +h/2)+ f (a +h)] and S( 2 , b) = (h/6)[ f (a +
h) + 4 f (a + 3h/2) + f (b)]; which is about 15 times more accurate. If the new result
satisfies the required tolerance in each subinterval we stop refining there, if not, we
continue.
1.6 Equations in a Single Variable and their Solution
Many engineering problems are formulated as a single algebraic equation which
must be solved for an unknown or whose roots must be determined. The equations
under investigation can be linear but more often they are not. Simple equations can
be solved directly in closed form. For instance, the equation
f (x) = x + a = 0
is solved at once yielding x = −a. Similarly, the solutions (roots) to the equation
f (x) = x2 + px + q = 0
are given by the formula
p
x=− ±
2
r
p2
−q
4
In fact, the fundamental theorem of algebra states that any polynomial
f (z) = a0 zn + a1 zn−1 + ... + an−1z + an
where the independent variable z can be real or complex, has at least one real or
complex root. Finding such root is a different story.
More complex equations encountered in practice cannot be solved in closed form
and numerical methods must be employed. For instance, consider the problem of
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transient heat conduction through a solid wall (with thermal conductivity k and
thickness L) which is insulated on one side and exposed to heat exchange with the
environment through a heat transfer coefficient h. This problem can be solved by
the separation of variables method ultimately leading to an infinite series solution.
Key parameters in the series are the eigenvalues λn associated with the problem.
However, the eigenvalues are only given implicitly by the transcendental equation
cot(λn L) =
λn L
(h/k)L
The roots (i.e. the required eigenvalues) are best determined in this case by means
of a numerical method.
As the case above suggests, nonlinear equations can have multiple roots. A useful
first step when looking for roots consists of isolating the roots from each other so
that one can focus in determining one at a time.
This section presents several well known numerical methods useful in the determination of approximations to the roots of nonlinear equations.
1.6.1 Bisection Method
Consider the problem of finding a root x of an equation of the form f (x) = 0, for
a given f . The Bisection method looks for the root by sequentially narrowing the
range inside which the root lies.
Let a and b be two values of x such that f (a) and f (b) have opposite sign, then,
f (x) = 0 for some x such that a < x < b.
To implement the bisection method one first selects a suitable initial interval for
the search [a,b] such f (x) changes sign inside the interval. Next, as the initial approximation to the root one selects the midpoint x0 = (a + b)/2 and a suitable tolerance level. Then, the value of f (x0 ) is calculated and if the sign of f (x0 ) is the same
as that of f (a) a is replaced by x0 , else b is replaced by x0 . A new approximation
to the root, x1 is calculated accordingly either as x1 = (x0 + b)/2 or x1 = (a + x0 )/2
and the process is repeated until f (x) = 0 within the specified the tolerance ε , i.e.
ε=
|xn − xn−1 |
< ε.
|xn |
The bisection method generates a sequence of approximations {xn }∞
n=1 which
converges to the root in a predictable number of iterations as long as f ∈ C[a, b] and
f (a) f (b) < 0.
As an example consider the function f (x) = cosx − x. To find value of x = x∗
for which f (x∗ ) = 0 using the bisection algorithm one starts by selecting a suitable
search interval, in this case, by inspection [a, b] = [0, 1]. As a first guess one sets x0 =
1
2 (a + b) and evaluates f (x0 ). The values of a or b are then reset depending on the
sign of f (x0 ) and the process continues until the value of the quantity | cosx − x|/x
52
1 Introduction
falls below the required tolerance level ε . The table below shows the results of such
calculation using single precision and for ε = 10−4 .
Iteration x
1
0.5
2
0.75
3
0.625
4
0.6875
5
0.71875
6
0.734375
7
0.7421875
8
0.73828125
9
0.740234375
10
0.739257813
11
0.738769531
12
0.739013672
13
0.739135742
14
0.739074707
1.6.2 Fixed-Point Iteration Method
If there is a number x such that g(x) = x then x is called a fixed point for the function
g. It can be shown that as long as g ∈ C[a, b] and g ∈ [a, b] ∀ x ∈ [a, b] then g has a
fixed point there. Furthermore, the fixed point is unique if |g′ (x)| ≤ k where k < 1 .
The fixed point iteration method takes advantage of the properties of fixed points.
To implement the method one first selects as the initial approximation any point
x0 and a suitable tolerance level. Next, the value of y = g(x0 ) is calculated and
assigned as x1 = y. The, as the subsequent approximation, the point x1 is selected,
the value of y = g(x1 ) is calculated and assigned as x2 = y. The process continues
until |xn − xn−1 | = 0 within the specified tolerance.
It can be shown that for g ∈ C[a, b], and g(x) ∈ [a, b] for x ∈ [a, b] and |g′ (x)| ≤ k
where k < 1, the sequence xn = g(xn−1 ) converges to the unique fixed point x∗ in
[a,b]. Furthermore, the error is bounded as follows
eb = |xn − x| ≤
kn
|x1 − x0 |
1−k
As an example consider again the function f (x) = cos x − x. To find value of
x = x∗ for which f (x∗ ) = 0 using the fixed point algorithm one starts by setting a
guessed value of x = x0 , say x0 = 1, then calculates y = cos x and sets x1 = y. The
computation proceeds until the value of the quantity | cosx − x|/x falls below the
required tolerance level ε . The table below shows the results of such calculation
1.6 Equations in a Single Variable and their Solution
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using single precision and for ε = 10−3 . Note that the convergence is slower than
for the bisection method.
x
cos x
1.000000000 0.540302277
0.540302277 0.857553244
0.857553244 0.654289782
0.654289782 0.793480337
0.793480337 0.701368809
0.701368809 0.763959646
0.763959646 0.722102463
0.722102463 0.750417709
0.750417709 0.731404066
0.731404066 0.744237363
0.744237363 0.735604763
0.735604763 0.741425097
0.741425097 0.737506866
0.737506866 0.740147352
0.740147352 0.738369167
0.738369167 0.739567229
0.739567220 0.738760293
0.738760293 0.739303887
1.6.3 Newton-Raphson Method
Consider f (x) ∈ C 2 [a, b] and let x0 ∈ [a, b] be a (good) approximation to the root
p of f (x) = 0 such that f ′ (x0 ) 6= 0. The first Taylor polynomial expansion for f (x)
around x0 is
f (x) = f (x0 ) + (x − x0 ) f ′ (x0 ) +
(x − x0 )2 ′′
f (ξ (x))
2
Since f (x) ≈ 0, (x−x0 ) is small and (x−x0 )2 even smaller, the sequence defining
the Newton-Raphson iteration is then
xn = xn−1 −
f (xn−1 )
f ′ (xn−1 )
The method is implemented as follows: A suitable tolerance level and an initial
0)
approximation point x0 are selected. The point x1 = x0 − ff ′(x
(x0 ) is selected as the
subsequent approximation. The process is repeated until |xn − xn−1 | = 0 within the
specified tolerance.
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It can be shown that for f ∈ C 2 [a, b] if x ∈ [a, b] and f ′ (x) 6= 0 there is a δ > 0
∗
such that the N-R method generates a sequence {xn }∞
n=1 converging to x for any
initial approximation x0 ∈ [x − δ , x + δ ].
Once again consider again the function f (x) = cos x − x. The table below shows
the results of implementing the Newton-Raphson method to find the root using single precision and for ε = 10−6. Note the rapid convergence of the iterations.
Iteration x
1
0.0
2
1.0
3
0.750363827
4
0.739112914
5
0.739085138
Another example of application of Newton’s method is encountered in fitting
data to a functional relationship. Consider the set of data points
ti 1 2 3
yi 2 4 8
The task is to determine the parameter c in the function f (t) = exp(ct) that minimizes the sum of the squares of the differences between the values of the data points
and the values obtained from the functional relationship. The sum of the squares of
the errors S is given as
3
S = ∑ (yi − f (ti ))2 = (2 − exp(c))2 + (4 − exp(2c))2 + (8 − exp(3c))2
i=1
And the necessary condition for the extremum of the function S(c) is
dS
= f (c) = −2(2 − exp(c))2 exp(c) − 4(4 − exp(2c))2 exp(2c) − 6(8 − exp(3c))2 exp(3c) = 0
dc
The figure below shows a graph of the function f (c).
The equation f (c) = 0 is a nonlinear equation that must be solved for c. Newton’s
method in this case produces the iterative algorithm
ci+1 = ci + δ ci = ci −
f (ci )
f ′ (ci )
where f ′ (ci ) = d f /dc|ci .
Using c = 0.5 as starting guess, the algorithm converges to the solution c =
0.693147 within a tolerance of 10−4 after 9 iterations (see table below).
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Fig. 1.6 The function f (c) = −2(2 − exp(c))2 exp(c) − 4(4 − exp(2c))2 exp(2c) − 6(8 −
exp(3c))2 exp(3c)
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Iteration c
f (c)
0
0.5
-100.437286
1
0.91514504 717.319214
2
0.811756134 239.026169
3
0.739664972 67.8707581
4
0.703943729 13.4500504
5
0.69442755 1.52968156
6
0.69325304 0.125797853
7
0.693155468 0.00986599922
8
0.693147779 0.000708104402
9
0.693147242 9.3936942E-005
However, if slightly different initial values are used the computations diverge!
1.6.4 Secant Method
Since the derivative of f (x) at the n − 1 iterate is defined by
f x′n−1 =
df
f (x) − f (xn−1 )
= lim
dxn−1 x→xn−1
x − xn−1
it is tempting to use the ratio
f (xn−2 ) − f (xn−1 )
f (xn−1 ) − f (xn−2 )
=
xn−2 − xn−1
xn−1 − xn−2
as an approximation to the derivative and thus avoid the need to determine the actual
derivative. The result is called the secant method.
The implementation of the secant method is as follows: Two initial approximations x0 and x1 and a suitable tolerance level are chosen. A the subsequent approximation the point
xn = xn−1 − f (xn−1 )
xn−1 − xn−2
f (xn−1 ) − f (xn−2 )
is selected. The process is repeated until |xn − xn−1 | = 0 within the specified tolerance.
1.6.5 Convergence Acceleration
It is clearly desirable to reduce the number of iterations required to achieve a certain level of approximation to the root of an equation, particularly when the rate of
convergence is linear.
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∗
Let {xn }∞
n=0 be a sequence converging linearly to x . Also, assume that the signs
∗
∗
∗
of xn − x , xn+1 − x , andxn+2 − x agree and that n is large enough that
xn+2 − x∗
xn+1 − x∗
≈
xn − x∗
xn+1 − x∗
so that
x∗ = x̂ ≈ xn −
(xn+1 − xn )2
(∆ xn )2
= xn − 2
xn+2 − 2xn+1 + xn
∆ xn
where ∆ xn = xn+1 − xn and ∆ 2 xn = xn+2 − 2xn+1 + xn are, respectively the forward
first and second order finite differences of x∗ .
∗
The sequence {xˆn }∞
n=0 converges more rapidly to x than the original sequence
2
∞
{xn }n=0 . This is Aitken’s ∆ method.
A modification of Aitken’s method is most commonly used to accelerate convergence. This is Steffensen’s method. Here one computes in order x0 , x1 , x2 and x̂0 as
above. However, next, fixed point iteration is applied to x̂0 instead of x2 . The net result is that every third term in the sequence is generated by Aitken’s formula above
while all the others are computed by fixed point iteration.
1.7 Introduction to Ordinary Differential Equations
An ordinary differential equation is an equation relating two variables in terms of
derivatives. The linear ODE of order n is
a0 (x)
dny
d n−1 y
dy
+ a1 (x) n−1 + ... + an−1(x) + an (x)y = Ly = h(x)
n
dx
dx
dx
where L is the linear differential operator given by
a0 (x)
d n−1
d
dn
+
a
(x)
+ ... + an−1(x) + an (x)
1
n
n−1
dx
dx
dx
and represents the mathematical operation which produces h(x) when applied onto
y(x). Linear operators satisfy basic properties such as commutativity and distributivity and they can often be factored.
The function y = u(x) which when substituted above makes left and right hand
sides equal is called a solution of the differential equation. If h(x) = 0 the differential
equation is called homogeneous.
Linear dependence is an important concept in the study of of differential equations since one wants to know whether two given solutions are really the same or
not. The set of functions u1 (x), u2 (x), ..., un(x) is called linearly independent if none
of the functions in the set can be expressed as a linear combination of the others. To
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check that the given functions are linearly independent it is sufficient to show that
their Wronskian determinant
u1 u2 .....un
du1 du2
dun
.....
dx dx
dx
W (u1 , u2, ..., un) = ................................. n−1 n−1
d u1 d u2 ..... d n−1un n−1
n−1
n−1
dx
dx
dx
is not equal to zero.
If u1 (x), u2 (x), ..., un(x) are linearly independent solutions of the n-th order linear
ODE Ly = 0, the general solution of the equation is
n
yH (x) =
∑ ck uk (x)
k=1
Now, if for the associated non-homogeneous equation Ly = h(x) with h(x) 6= 0,
a particular solution is yP (x), then the complete solution becomes
n
y(x) = yH (x) + yP (x) =
∑ ck uk (x) + yP (x)
k=1
1.7.1 First Order Ordinary Differential Equations
The standard form of a first order linear differential equation is
dy
+ a1 (x)y = h(x)
dx
R
Introducing the integrating factor p(x) = e
y(x) =
1
p
Z
a1 (x)dx ,
phdx +
the solution is
C
p
where C is an integration constant.
Specifically, if in addition to the differential equation one is given the initial
condition y(x0 ) = y0 , the solution becomes
y(x) =
Z x
p(ξ )
x0
p(x)
h(ξ )d ξ + y0
p(x0 )
p(x)
1.7 Introduction to Ordinary Differential Equations
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1.7.2 Higher Order Ordinary Differential Equations
The equation
dny
d n−1 y
dy
+
a
+ ... + an−1 + an y = Ly = h(x)
1
n
n−1
dx
dx
dx
is called the n−th order linear ODE with constant coefficients. Note that the symbol
L stands here for
L=
d n−1
d
dn
+
a
+ ... + an−1 + an
1
n
n−1
dx
dx
dx
The general homogeneous solution of the above is
n
yH (x) =
∑ ck erk x
k=1
and the associated characteristic equation is
rn + a1 rn−1 + ... + an−1r + an = 0
which may involve imaginary roots. Also, sometimes roots of the characteristic
equation are repeated. In this case less than n independent solutions result but the
missing solution can be obtained from the condition of the vanishing of the partial
derivatives with respect to the repeated roots. Therefore, the part of the homogeneous solution corresponding to an m-fold root r1 is
er1 x (c1 + c2 x + c3 x2 + ... + cmxm−1 )
A commonly encountered equation is the n-th order equidimensional linear equation
xn
n−1 y
dny
dy
n−1 d
+
b
x
+ ... + bn−1x + bn y = f (x)
1
dxn
dxn−1
dx
The above is easily solved by introducing a new independent variable z such that
x = ez which transforms it into a simple linear equation with constant coefficients.
An even simpler procedure is available in the case of f (x) = 0.
Suppose that the general solution of the homogeneous equation
Ly =
d n−1 y
dy
d ny
+
a
(x)
+ ... + an−1(x) + an (x)y = 0
1
n
n−1
dx
dx
dx
has been obtained and it is of the form yH (x) = ∑nk=1 ck uk (x). A particular solution
of the associated non-homogeneous equation Ly = h(x) can be obtained by replacing
the constant parameters ck is the above solution by certain functions of x satisfying
certain conditions, i.e.
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n
yP (x) =
∑ Ck (x)uk (x)
k=1
Successive differentiation and manipulation of yP (x) produces two expressions
which are used to obtain the Ck ’s.
For instance, for the equation
d 2y
dy
+ a1 (x) + a2 (x)y = h(x)
dx2
dx
where a1 , a2 and h(x) are continuous in the domain of interest, the solution obtained
by the method of variation of parameters is
yP (x) = C1 (x)u1 (x) +C2 (x)u2 (x)
with
C1 (x) = −
Z x
u2 (ξ )h(ξ )
W (ξ )
d ξ + c1
and
C2 (x) =
Z x
u1 (ξ )h(ξ )
W (ξ )
d ξ + c2
where u1 (x) and u2 (x) are linearly independent solutions of the associated homogeneous equation and
u1 u2 W (x) = W (u1 (x), u2 (x)) = du1 du2 dx dx
is the Wronskian of u1 (x) and u2 (x).
1.7.3 General and Particular Solutions: Initial and Boundary
Value Problems
The general solution of an n-th order ODE involves n arbitrary constants which
must be determined by n suitably prescribed supplementary conditions. Solutions
obtained without regard for any supplementary information beyond simple satisfaction of the differential equation are called general solutions.
In most practical cases, important supplementary information representing some
specific condition(s) that must be satisfied by the solution of the differential equation
has to be taken into account in order to produce a meaningful model. For example,
the value of the function and of its first n − 1 derivatives may be prescribed at the
single point x = a. If this is the case one talks about an initial value problem and if
1.8 Fundamentals of Probability and Statistics
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the coefficients and h(x) are continuous there exists a unique solution
n
y(x) =
∑ ck uk(x) + yP (x)
k=1
On the other hand, if the values of the function and/or certain of the derivatives
are prescribed at two points x = a and x = b, one talks about a boundary value
problem. In this case the solution may or may not exist and may or may not be
unique.
1.8 Fundamentals of Probability and Statistics
While many problems encountered in applications are represented using deterministic models there are also many situations that involve elements of randomness.
Stochastic models based on the methods of probability and statistics are required to
investigate such problems.
1.8.1 Concepts of Probability
There are various interpretations of the concept of probability. The frequentist interpretation is based on the number of occurrences of a specified event out of a number
of observations performed to see if the event takes place. An axiomatic approach
considers probability as a branch of pure mathematics. The subjectivist view, considers probability from a personal point of view as our willingness to partake of a
wager perceived by us as fair. While the subjectivist view is finding increasing use
in applications, the objectivist and axiomatic approaches are widely used in engineering and science applications and the following presentation is based on them.
Events and sample space are fundamental concepts in probability. A sample
space S is the set of all possible outcomes of an experiment whose outcome cannot be determined in advance while an event E is a subset of S. The probability of
the event E, P(E), is a number satisfying the following axioms
0 ≤ P(E) ≤ 1
P(S) = 1
[
P(
Ei ) = ∑ P(Ei )
where the various Ei ’s are mutually exclusive events.
62
1 Introduction
One can associate with each occurrence in S a numerical value. A random variable X is a function assigning a real number to each member of S. Random variables
can adopt discrete values or continuous values.
1.8.2 Random Variables, Probability Mass and Density Functions
If X is a random variable (i.e. a function defined over the elements of a sample
space) with a finite number of possible values xi ∈ RX with i = 1, 2, ... , where RX is
the range of values of the random variable, then it is a discrete random variable.
The probability of X having a specific value xi , p(xi ) = P(X = xi ) is a number
such that
p(xi ) ≥ 0
for every i = 1, 2, ..., and
∞
∑ p(xi ) = 1
i=1
The collection of pairs (xi , p(xi )), i = 1, 2, ... is called the probability distribution of
X. p(xi ) is the probability mass function of X.
Examples of discrete random variables are:
• Number of jobs arriving at a job shop each week.
• Tossing a loaded die.
• Number of spectators at a weekend football game
If RX is an interval rather than a discrete set then X is a continuous random
variable. The probability that X ∈ [a, b] is
P(a ≤ X ≤ b) =
Z b
f (x)dx
a
where f (x) is called the probability density function (PDF) or simply, the density
function of X satisfying (for all x ∈ RX )
f (x) ≥ 0
Z
and, if x 6∈ RX
f (x)dx = 1
RX
1.8 Fundamentals of Probability and Statistics
63
f (x) = 0
Example of continuous random variables are:
• The life of a device.
• Temperature readings in a turbulent flow field.
• Noise in an electrical circuit.
1.8.3 Cumulative Probability Distribution Function
The probability that X ≤ x, P(X ≤ x) = F(x) is called the cumulative probability
distribution function (CDF) or simply, the distribution function of X. The CDF is
defined as
n
F(x) = ∑ p(xi )
i=1
for discrete X ≤ xn and as
Z x
F(x) =
−∞
f (t)dt
for continuous X ≤ x.
Note that if a < b then F(a) ≤ F(b), limx→∞ F(x) = 1, limx→−∞ F(x) = 0 and
P(a ≤ X ≤ b) = F(b) − F(a).
1.8.4 Expectation and Moment Generating Functions
The expected value of a random variable X, the expectation of X is
n
E(X) = ∑ Xi p(Xi )
i=1
for discrete X and
E(X) =
Z ∞
−∞
X f (X)dX
for continuous X. E(X) is also called the mean or the first moment of X.
Generalizing, the nth moment of X may be defined as
n
E(X n ) =
∑ Xin p(Xi )
i=1
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for discrete X and
E(X) =
Z ∞
−∞
X n f (X)dX
for continuous X.
A moment generating function of a random variable X can be defined as
ψ (t) = E(etX ) =
Z
etX dF(x)
Moments of all orders for X are obtained as the derivatives of ψ . The existence of a
moment generating function uniquely determines the distribution of X.
Moments with respect to the mean are often useful in characterizing the appearance of probability distributions. The variance of X, V (X) = var(X) = σ 2 is defined
as
σ 2 = E((X − E(X))2 ) = E(X 2 ) − (E(X))2
√
The standard deviation of X is σ = σ 2 .
The third moments of a distribution is called its skewness Sk, it appears as a tilt to
the right or left in the density function representing an asymmetry and it is defined
as
Sk =
1
σ3
Z ∞
−∞
(X − E(X))3 f (X)dX
The normal distribution has zero skewness, a tilt to the right is associated with
negative values of Sk and a tilt to the left implies Sk > 0.
The fourth moment of a distribution is called its kurtosis K, it constitutes a description of the peakedness of the density function at its center and the reach of its
tails; it its defined as
K=
1
σ4
Z ∞
−∞
(X − E(X))4 f (X)dX
The normal distribution has K = 3; tall and skinny distributions with long tails
are associated with K > 3 while squat distributions with short tails are produced
when K < 3.
Another important statistic is the covariance of two random variables X and Y ,
Cov(X,Y). This is defined as
Cov(X,Y) = E(XY ) − E(X)E(Y )
If Cov(X,Y) = 0 the variables are said to be uncorrelated. Further, the autocorrelation coefficient, ρ (X,Y ) is defined as
ρ (X,Y ) =
Cov(X,Y)
1
(var(X)var(Y )) 2
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The conditional probability gives the probability that a random variable X = x
given that Y = y and is defined as
P(X = x|Y = y) =
P(X = x,Y = y)
P(Y = y)
The convolution formula is a useful result that allows determination of the probability density function h(Y ) of a random variable given by Y = X1 + X2 , where X1
and X2 are two stochastically independent random variables whose density functions are, respectively f (X1 ) and g(X2 ). The convolution formula simply states that
the required density function is given by
h(Y ) =
ZY
−∞
f (Y − w)g(w)dw
where is just a dummy variable of integration.
1.8.5 Law of Large Numbers and the Central Limit Theorem
The following limit theorems are of fundamental and practical importance. They are
given here without proof.
The strong law of large numbers states that if the random variables X1 , X2 , ..., Xn
are independent and identically distributed (iid) with mean µ then the limit
∑n1 Xi
= lim X̄ = µ
n→∞ n
n→∞
lim
with probability P = 1.
Furthermore if the variance of the distribution of the Xi above is σ 2 , the central
limit theorem states that
lim P[
n→∞
X̄ − µ
√ ≤ a] =
σ/ n
Z a
2
1
√ e−x /2 dx
−∞
2π
In words, the theorem
states that the distribution of the normalized random vari√
able (X̄ − µ )/(σ / n) approaches the standard normal distribution of mean 0 and
standard deviation 1.
1.8.6 Examples of Useful Probability Distributions
Bernoulli distribution.
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For an experiment consisting of n independent trials each with two possible outcomes, namely success and failure. If X j = 1 for a success and X j = 0 for failure
and the probability of success remains constant from trial to trial, the probability of
success at the jth trial is given by the Bernoulli distribution as follows

x j = 1, j = 1, 2, ..., n
p
p j (x j ) = p(x j ) = 1 − p = q x j = 0, j = 1, 2, ..., n

0
otherwise
Note that E(X j ) = p and V (X j ) = pq.
The outcome of tossing a fair coin n times can be represented by a Bernoulli
distribution with p = q = 21 .
Binomial distribution
The number of successes in n Bernoulli trials is a random variable X with the
binomial distribution p(x)
  n
px qn−x x = 0, 1, 2, ..., n
x
p(x) =

0
otherwise
where
n!
n
=
x
x!(n − x)!
Note that E(X) = np and V (X) = npq.
Consider as an example the following situation form quality control in chip manufacture where the probability of finding more than 2 non conforming chips in a
sample of 50, is
2
n
px q50−x
x
x=0
P(X > 2) = 1 − P(X ≤ 2) = 1 − ∑
Geometric distribution
The number of trials required to achieve the first success is a random variable X
with the geometric distribution p(x)
x−1
q p x = 1, 2, ...
p(x) =
0
otherwise
Note that E(X) = 1/p and V (X) = q/p2.
Poisson distribution
If α > 0, the Poisson probability mass function is
exp(−α )α x
x = 0, 1, 2, ...
x!
p(x) =
0
otherwise
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Note that E(X) = V (X) = α . The cumulative distribution function is
x
exp(−α )α i
i!
i=0
F(x) = ∑
Examples of Poisson distributed random variables include
• The number of customers arriving at a bank.
• Beeper calls to an on-call service person.
• Lead time demand in inventory systems.
Uniform distribution For a random variable X which is uniformly distributed in
[a, b] the uniform probability density function is
1
a≤x≤b
f (x) = b−a
0 otherwise
while its associated cumulative distribution function is

0 x < a
x−a
a≤x<b
F(x) = b−a

1 x≥b
Note that P(x1 < X < x2 ) = F(x2 ) − F (x1 ) =
(b−a)2
x2 −x1
b−a .
Note also that E(X) =
a+b
2
and
V (X) = 12 .
Figure 7 shows the probability density and distribution functions for a uniform
distribution.
Examples of uniformly distributed random variables are:
• Inter arrival time for calls seeking a forklift in warehouse operations.
• Five minute wait probability for passenger at a bus stop.
• Readings from a table of random numbers.
Exponential distribution
If λ > 0, the exponential probability density function of X is
λ exp(−λ x) x ≥ 0
f (x) =
0
elsewhere
while its cumulative distribution function is
0
x<0
F(x) = R x
λ
exp(−
λ
t)dt
=
1
−
exp(−
λ
x)
x
≥0
0
Note that E(X) = 1/λ and V (X) = 1/λ 2.
Figure 8 shows the probability density and distribution functions for an exponential distribution with mean = 2.
Examples of exponentially distributed random variables include:
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Fig. 1.7 Probability density and distribution functions for a uniform distribution
• Inter arrival times of commercial aircraft at an airport.
• Life of a device.
The exponential distribution possesses the memoryless property, i.e. if s ≥ 0 and
t ≥ 0 then P(X > s + t|X > s) = P(X > t). Clearly, unless there is agreement beforehand the time one person arrives at the bank is independent of the arrival time
of the next person. Another example is that of the life of a used component which
1.8 Fundamentals of Probability and Statistics
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Fig. 1.8 Probability density and distribution functions for an exponential distribution with mean
=2
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is as good as new. In the discrete case the geometric distribution also possesses the
memoryless property.
Gamma distribution
The gamma function of parameter β > 0, Γ (β ) is
Γ (β ) =
Z ∞
0
xβ −1 exp(−x)dx
Note that Γ (β ) = (β − 1)Γ (β − 1) = (β − 1)!
A random variable X has a gamma probability density function with shape parameter β and scale parameter θ if
(
βθ
(β θ x)β −1 exp(−β θ x) x > 0
f (x) = Γ (β )
0
otherwise
The cumulative distribution function is
(
R
1 − x∞ Γβ(θβ ) (β θ t)β −1 exp(−β θ t)dt x > 0
F(x) =
0
x≤0
Note that E(X) = 1/θ and V (X) = 1/β θ 2.
Figure 9 shows the probability density and distribution functions for a Gamma
distribution with parameters β = 3, θ = 1.
Erlang distribution
If above β = k where k is an integer, the Erlang distribution of order k is obtained.
The cumulative distribution function is
(
k−1 exp(−k θ x)(k θ x)i
x>0
i!
F(x) = 1 − ∑i=0
0
x≤0
Examples of gamma distributions occur for random variables associated with the
reliability function and in the probability that a process consisting of several steps
will have a given duration.
Normal distribution
A random variable X with mean µ and variance σ 2 has a normal distribution
(X ∼ N(µ , σ ) if its probability density function in x ∈ [−∞, ∞] is
f (x) =
1 x−µ 2
1
√ e− 2 ( σ )
σ 2π
The cumulative distribution function is
F(x) = P(X ≤ x) =
Z x
−∞
1 t−µ 2
1
√ e− 2 ( σ ) dt
σ 2π
The distribution function can be expressed analytically as
1.8 Fundamentals of Probability and Statistics
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Fig. 1.9 Probability density and distribution functions for a Gamma distribution with parameters
β = 3, θ = 1
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1 µ −x
1
)])
F(x) = (1 − er f [ √ (
2
2 σ
where er f (z) is the error function defined as
2
er f (z) = √
π
Z z
exp(−ξ 2 )d ξ
0
The standardized random variable Z = (X − µ )/σ has mean of zero and standard
deviation of 1. Its probability density function is:
z2
1
φ (z) = √ e− 2
2π
and the cumulative distribution function is
Φ (z) = P(X ≤ x) =
Z z
t2
1
√ e− 2 dt
2π
−∞
Recall that the range of random variable values associated with the normal distribution is ∞ < X < ∞, although the probability of actually encountering extreme
values is rather small.
Figure 10 shows the probability density and distribution functions for a normal
distribution with parameters µ = 3, σ = 1.
Examples of normally distributed random variables abound. A few of them are:
•
•
•
•
•
Brownian motion.
Time to perform a task.
Time waiting in a queue.
lead time demand for an item.
Noise in an electrical system.
Log-normal distribution
A random variable X has a log-normal distribution (X ∼ LN(θ , m, σ )) if its probability density function in x ∈ [0, ∞] is given by
f (x) =
x−θ 2
2
1
√ e−[(ln( m )) /(2σ )]
(x − θ )σ 2π
where θ is the location parameter (often = 0) and m is the scale parameter. When
θ = 0 and m = 1 one has the standard log-normal distribution.
The cumulative distribution function is
F(x) = P(X ≤ x) = Φ (
lnx
)
σ
where Φ is the cumulative distribution function of the normal distribution.
Because of its relation with the normal distribution of mean µ and variance σ 2 ,
the probability density function of the log-normal distribution with location parameter θ = 0 is sometimes conveniently expressed as
1.8 Fundamentals of Probability and Statistics
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Fig. 1.10 Probability density and distribution functions for a normal distribution with parameters
µ = 3, σ = 1
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f (x) =
1
√
xτ 2π
e−[(lnx−ν )
2 /(2τ 2 )]
here, ν = ln µ and τ = ln σ .
The expected value (mean) of the log-normal distributed random variable is
E(x) = exp(µ + σ 2 /2)
and the variance is
var(x) = exp(2 µ + 2σ 2 ) − exp(2 µ + σ 2 )
Figure 11 shows the probability density and distribution functions for a lognormal distribution with parameters µ = 3, σ = 2.
Important useful features of log-normal distributions are that they are restricted to
positive values of the random variable and that random variables from a log-normal
distribution acquire larger values more frequently than in is the case for the normal
distribution (long tails).
Weibull distribution
A random variable X associated with the three parameters −∞ < ν < ∞ (location), α > 0 (scale) and β > 0 (shape), has a Weibull distribution if its probability
density function is
β x−ν
(
)β −1 exp(−( x−αν )β ) x ≥ ν
f (x) = α α
0
otherwise
The cumulative probability distribution function is
0
x<ν
F(x) =
1 − exp(−( x−αν )β ) otherwise
If ν = 0, the probability density function becomes
1 x β −1
exp(−( αx )β ) x ≥ 0
β α (α )
f (x) =
0
otherwise
The corresponding cumulative distribution function is
0
x<0
F(x) =
1 − exp(−( αx )β ) otherwise
If ν = 0 and β = 1, the probability density function
1
exp(− αx ) x ≥ 0
f (x) = α
0
otherwise
i.e. the exponential distribution with parameter λ = 1/α .
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Fig. 1.11 Probability density and distribution functions for a log-normal distribution with parameters µ = 3, σ = 2
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Fig. 1.12 Probability density and distribution functions for a Weibull distribution with parameters
α = 3, β = 2
The mean and variance of the Weibull distribution are, respectively E(X) = ν +
αΓ ( β1 + 1) and V (X) = α 2 (Γ ( β2 + 1) − Γ ( β1 + 1)2 ).
Figure 12 shows the probability density and distribution functions for a Weibull
distribution with parameters α = 3, β = 2.
Examples of Weibull distributed random variables include:
• Mean time to failure of flat panel screens.
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• Probability of clearing an airport runaway within a given time.
Gumbel Extreme Value distribution
A random variable X has an Extreme Value (Gumbel) distribution (X ∼ EV (µ , β )
if its probability density function in x ∈ [−∞, ∞] is given by
− x−a
1 x−a
b
f (x) = e− b e−e
b
where a is the location parameter and b is the scale parameter. When a = 0 and b = 1
one has the standard Gumbel distribution.
The cumulative distribution function of the Gumbel distribution is given by
F(x) = P(X ≤ x) = 1 − e−e
− x−a
b
Figure 13 shows the probability density and distribution functions for a Gumbel
distribution with parameters a = 3, b = 1.
This distribution has been found useful for the description of extreme events such
as floods, earthquakes or other major catastrophic events.
Triangular distribution
The triangular probability density function for x ∈ [a, b] with a < c < b, is
 2(x−a)

 (b−a)(c−a) a ≤ x ≤ c
2(b−x)
f (x) =
c≤x≤b

 (b−a)(b−c)
0
otherwise
While its cumulative distribution function is

0



 (x−a)2
F(x) = (b−a)(c−a)
(b−x)2

1 − (b−a)(b−c)



1
x≤a
a<x≤c
c<x≤b
x>c
The mean E(X) = (a + b + c)/3 and the mode M = c. The median is obtained by
setting F(x) = 0.5 and solving for x.
The triangular distribution is a useful one when the only information one has
available about the random variable are its extreme and its maximum values.
Figure 14 shows the probability density and distribution functions for a triangular
distribution with parameters a = 1, c = 3, b = 5.
Empirical Distributions
If the distribution function of a random variable can not be specified in terms of a
known distribution and field data is available, one can use an empirical distribution.
Empirical distributions can be discrete or continuous.
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Fig. 1.13 Probability density and distribution functions for a Gumbel distribution with parameters
a = 3, b = 1
1.8 Fundamentals of Probability and Statistics
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Fig. 1.14 Probability density and distribution functions for a triangular distribution with parameters a = 1, c = 3, b = 5
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1.9 Exercises
1. Evaluate the integral
Z
C
dz
z
where C is the straight line from z0 = 1 to z1 = i and in the branch for which −π <
θP ≤ π .
2. Consider the function of a complex variable f (z) given by
f (z) = u + iv = 2xy + i(y2 − x2 )
Determine ∂ u/∂ x, ∂ v/∂ y, ∂ u/∂ y, ∂ v/∂ x and show that the function is analytic and
that the real and imaginary parts of f satisfy Laplace’s equation.
3. Use Gauss-Seidel and SOR (ω = 1.25) to solve the following system
4x1 + 3x2 = 24
3x1 + 4x2 − x3 = 30
−x2 + 4x3 = −24
4. Find x such that Ax = b with the matrix


4
3 0
4 − 1
A = 3
0
−1 4
and b = (24, 30, −24)t .
5. Determine the value of the smallest number that can be represented in the
computer you are using.
6. Solve the equation sin(x) − x + 1 = 0 using bisection, fixed point, Newton and
secant methods.
7. Determine the probabilities of various outcomes in tossing a loaded die and
also the probability that a device has a certain life.
8. Determine the expectations of various outcomes in tossing a loaded die and
that of certain device having a certain life.
9. In a population of N people NA are color blind, NH are female and NAH are
color blind females. If a person chosen at random turns out to be a female, what is
the probability that she will also be color blind?
10. In acceptance sampling one must determine, for example, the probability that
the first acceptable item found is the third one inspected given that 40% of items are
rejected during inspection. Determine the values of x and q and find p(x).
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