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Algebra II
Home Assignment 5
Subhadip Chowdhury
Problem 41
From problem 39,
ζA (s) = ζF5 [T ] (s)L(s, χ)
Recall from problem 31 we have
ζF5 [T ] (s) =
1
1 − 51−s
and from problem 37, we have
X
X
χ(f ).(5−sd )
L(s, χ) =
3>d≥1 (f,T 3 +1)=1
deg f =d
0
−s
= 5 + 5 (1 − 1 + 1 − 1)
+ 5−2s (1 − 1 − 1 + 1 + 1 + 1 + 1 + 1 − 1 − 1 − 1 + 1 + 1 + 1 − 1 + 1 − 1 + 1 + 1)
= 1 + 5.5−2s
= 1 + 51−2s
Thus
ζA (s) =
1 + 51−2s
1 − 51−s
iπ
Now 1 + 51−2s = 0 ⇒ 1 − 2s = log5 (−1) = log
. Hence Re(s) = 12 ∈ 21 Z.
5
Similarly, 1 − 51−s = 0 ⇒ 1 − s = log5 1 = 0. Hence Re(s) = 1 ∈ 21 Z.
So Riemann Hypothesis is true for this zeta function.
Problem 42
Note that in problem 40 we have c = (−1)
3−1
2
deg(T (T − 1)(T − 2)) = −1. Hence
ζA (s) = ζF3 [T ] (s)L−1 (s, χ)
Now from problem 31 we have
ζF3 [T ] (s) =
1
1
1 − 31−s
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Assignment 5
and from definition (∗∗), we have
X
X
L−1 (s, χ) =
χ(f ).(−1)deg f (3−sd )
3>d≥1 (f,T (T −1)(T −2))=1
deg f =d
= χ(1) + 3−2s χ(T 2 + 1) + χ(T 2 + T + 2) + χ(T 2 + 2T + 2)
1
2
5
2
4
−2s
+
=1+3
T
T −1
T −2
T
T −1
T
1
2
2
2
1
+
= 1 + 3−2s
T
T −1
T −2
T
T −1
T
= 1 + 31−2s .3
= 1 + 31−2s
Thus
ζA (s) =
8
2
+
−2
T
T
2
2
+
−2
T
T
5
10
−1
T −2
2
1
−1
T −2
1 + 31−2s
1 − 31−s
iπ
. Hence Re(s) = 12 ∈ 21 Z.
Now 1 + 31−2s = 0 ⇒ 1 − 2s = log3 (−1) = log
3
Similarly, 1 − 31−s = 0 ⇒ 1 − s = log3 1 = 0. Hence Re(s) = 1 ∈ 21 Z.
So Riemann Hypothesis is true for this zeta function.
Problem 43
We have from definition (∗∗),
X
X
L−1 (s, χ) =
χ(f ).(−1)deg f (5−sd )
3>d≥1 (f,T (T −1)(T −2))=1
deg f =d
−s
−2s
= χ(1) + 5 (1 + 1) + 5
= 1 + 2.5−s + 51−2s
(1 − 1 − 1 − 1 + 1 + 1 + 1 + 1 + 1 + 1 − 1 + 1 + 1)
Then by problem 40, we have
ζA (s) =
1 + 2.5−s + 51−2s
1 − 51−s
Now 1 + 51−2s + 2.5−s = 0 ⇒ 52s + 2.5s + 5 = 0 ⇒ 5s =
√
−2± 4−4.5
2
= −1 ± 2i ⇒
√
1 1
log( 5) ± i arctan 2
s = log5 (1 ± 2i) =
⇒ Re(s) = ∈ Z
log 5
2 2
Similarly, 1 − 51−s = 0 ⇒ 1 − s = log5 1 = 0. Hence Re(s) = 1 ∈ 21 Z.
So Riemann Hypothesis is true for this zeta function.
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Problem 44
h i
We first prove that fg is multiplicative in both numerator and denominator, i.e. for monic polynomials
f1 , f2 , g ∈ k[T ] such that (f1 , g) = (f2 , g) = 1, we have
f1 f2
f1 f2
Claim 1:
=
g
g
g
and for monic polynomials g1 , g2 , f ∈ k[T ] such that (f, g1 ) = (f, g2 ) = 1, we have
f
f
f
Claim 2:
=
g1 g2
g1 g2
h
i
]
]
= N (f1 f2 mod g) = det(A1 A2 ) where Ai : k[T
→ k[T
is defined
(g)
(g)
h ih i
by Ai (u) = fi u mod g. Thus N (f1 f2 mod g) = det(A1 ) det(A2 ) = fg1 fg2 since determinant is
multiplicative.
Proof of Claim 1: Note that
f1 f2
g
]
=: R. Suppose f acts on R by multiplication by f . Then it
Proof of Claim 2: Let us name gk[T
1 g2
induces an action on I and R/I for any ideal I of R. Suppose {u1 , . . . , un } be a basis of I as a vector
space over k. Also let {v1 , . . . , vm } be a basis of R/I. Also note that R = I ⊕ R/I as a k−vector
space. Hence {u1 , . . . , un , v1 , . . . , vm } form a basis of R over k. Now suppose the matrix of the linear
transformation induced by action of f on I in terms of the basis {u1 , . . . , un } is given by A and the
matrix of the linear transformation induced by action of f on R/I in terms of the basis {v1 , . . . , vm } is
given by B. Then the matrix of the linear transformation induced by action of f on R looks like
A ∗
C=
0 B
So determinant of the k−linear map from R → R induced by multiplication by f is given by
det C = det A det B
Now take
I = g1 R =
g1 k[T ] ∼ k[T ]
=
(g1 g2 )
(g2 )
as a k−vector space. Then
k[T ]
R/I ∼
=
(g1 )
h i
h i
as a k−vector space. So det A = gf1 and det B = gf2 . Hence we have
f
f
f
= det C =
g1 g2
g1 g2
3
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Suppose K is an alegebraically closed field extension of k. Note that, the matrix of the k−linear
]
]
]
→ k[T
transformation from k[T
given by x 7→ ax for some a ∈ k[T
, does not change when we consider
(f )
(f )
(f )
]
]
the same map as a linear transformation from K[T
→ K[T
since the entries in the matrix of the linear
(f )
(f )
i
transformation are in terms of coefficients of T in f and a,i.e. elements of k and the basis in both cases
is given by {1, T, T 2 , . . . , T deg f −1 }. So wlog we may assume k is algebraically closed for calculating the
norm.
Q
Q
Then in case k is algebraically closed, we write f = ni=1 (T − ai ) and g = m
j=1 (T − bj ) for ai , bj ∈ k.
Then
Y T − bj g
=
f
T − ai
1≤i≤n
1≤j≤m
h
k[T ]
.
(T −λ)
T −bj
T −ai
i
Now ((T − µ) mod (T − λ)) = λ − µ ∈
So N (T − µ) = λ − µ and hence
= (bj − ai ). Thus
Y
Y
Y T − ai g
deg g. deg f f
deg g. deg f
deg g. deg f
=
= (−1)
(bj −ai ) = (−1)
(ai −bj ) = (−1)
f
T
−
b
g
j
1≤i≤n
1≤i≤n
1≤i≤n
1≤j≤m
1≤j≤m
1≤j≤m
Problem 45
q−1
We know that in the finite field Fq , the equation x 2 = 1 has at most q−1
solutions. We also know that
2
xq−1 ≡ 1( mod q) for all x ∈ F×
.
q
q−1
×
Now if x ∈ Fq is a square then x 2 ≡ 1( mod q). Since k × /(k × )2 is of order 2 for a finite field k, the
q−1
q−1
×
2
6≡ 1( mod q). But
number of squares in F×
q is exactly 2 . Hence if x is not a square in Fq then x
q−1
q−1
2
2
(x 2 ) ≡ 1( mod q). Hence x 2 ≡ −1( mod q) since x = 1 has exactly 2 solutions in Fq .
Next note that the norm map induces an isomorphism from
Fq [T ]/(f ) ∼
=
× 2
→ F×
q /(Fq )
2 −
(Fq [T ]/(f ))
for any monic
irreducible polynomial f ∈ Fq [Th]. i
h i
]/(f )
g
g
×
× 2
Hence if fg = 1 i.e. g = 1 ∈ (FFq[T[T]/(f
then
=
1
in
F
/(F
)
i.e.
is a square in F×
q
q
q . Thus by
f
f
))2
q
above paragraph, we have
q−1
2
g
g
=
f
f
h i
h i
Fq [T ]/(f )
g
g
×
× 2
Similarly if f = −1 i.e. g = −1 ∈ (F [T ]/(f ))2 then f = −1 in Fq /(Fq ) i.e. fg is not a square in
q
F×
.
Then
again
by
above
paragraph,
we
have
q
q−1
2
g
g
=
f
f
Thus in any case we have
q−1
q−1
2
2
q−1
g
f
f
g
deg f. deg g
=
=
(−1)
=
.(−1)deg f. deg g. 2
f
f
g
g
4
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Problem 46
We prove the analogue of the facts mentioned in problem 45, when 2 is replaced by n.
Claim 1: For a finite field k of of order q such that 2n | q − 1, the order of k × /(k × )n is n.
Proof: Note that the claim is equivalent to the claim that xn = 1 has n distinct solutions in k. Now
k(q−1)
we know that k × is a cyclic group, let ζ be a generator. Then ζ n satisfies xn = 1 for all 1 ≤ k ≤ n.
k(q−1)
Also clearly all of ζ n ’s are distinct. Hence the claim follows.
Claim 2: For a finite field k of order q and a finite field extension K of k, such that 2n | q − 1, the
norm map N : K × → k × induces an isomorphism K × /(K × )n → k × /(k × )n .
Proof: We know from problem 45, the norm map is surjective. In fact if z ∈ K × is a nth power
then z = y n ⇒ determinant of the linear map (x 7→ zx)=(determinant of the linear map (x 7→ yx))n ;
since determinant is multiplicative. Thus N takes (K × )n into (k × )n . Thus the induced map Ñ from
K × /(K × )n → k × /(k × )n is a surjection. But by claim 1, order of both K × /(K × )n and k × /(k × )n is equal
to n[since 2n|q d − 1 for any integer d ≥ 1]. So Ñ : K × /(K × )n → k × /(k × )n is an isomorphism.
Suppose k = Fq . Note that from problem 44, we have
g
f
=
.(−1)deg g. deg f
f
g
Observe that −1 = ζ
(q−1)
2
(*)
(q−1) n
where ζ is a generator of F×
.
Since
2n
|
q
−
1,
we
can
write
−1
=
.
ζ 2n
q
Thus −1 is a nth power in F×
q .
q [T ]
Suppose f mod g is an nth power in F(g)
. Note that f, g are both monic and f 6= g. So f mod g is
h i
nonzero. Then by claim 2 we have, fg is an nth power in F×
q . Then from (∗) and the fact that −1 is an
h i
q [T ]
nth power, we get that fg is an nth power. Hence again by claim 2, g mod f is an nth power in F(f
.
)
Exchanging role of f and g we get the reverse assertion.
Hence f mod g is an nth power in
Fq [T ]
(g)
iff g mod f is an nth power in
Fq [T ]
.
(f )
Problem 47
Note that
A∼
=
C[X]
(f )
Q
where f ∈ C[X] is the minimal polynomial of ϕ. Then f (X) = ki=1 (X −zi )di , where {zi ∈ C : 1 ≤ i ≤ k}
is the set of all distinct eigenvalues of ϕ and di ∈ N. By Chinese remainder theorem
C[X] ∼
C[X]
C[X]
× ... ×
=
d
1
(f )
(X − z1 )
(X − zk )dk
5
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Thus the prime ideals of
C[X]
(f )
(i) Each Ii is an ideal of
(ii) Ii0 is a prime ideal of
(iii) Ii =
C[X]
(X−zi )di
C[X]
(X−zi0 )
di
0
Qn
i=1 Ii
where
C[X]
(X−zi )di
C[X]
di
0
(X−zi0 )
for some i0 ∈ {1, . . . , k}.
for i 6= i0 .
Note that the ideals of
Now
are precisely of the form
Assignment 5
are principal and hence generated by (X − zi0 )t for some t,1 ≤ t ≤ di0 .
C[X]
di
0
(X−zi0 )
/I0 is an I.D. But
C[X]
(X−zi0 )t
is not an I.D. unless t = 1. Thus I0 = (X − zi0 )d0 −1 .
C[X]
(f )
are in bijection with {Ii0 : 1 ≤ i0 ≤ k} which is obviously in bijection with
the set of eigenvalues of ϕ, the set {zi : 1 ≤ r ≤ k}. Thus Spec(A) is in bijection with Spec C[X]
which
(f )
is in bijection with the set of all eigenvalues of ϕ.
Thus the prime ideals of
Problem 48
ˆ (i) ⇒ (ii) Suppose f is invertible and f (p) = 0 for some p ∈ Spec(A). Thus f ∈ p ⇒ f g ∈ p
where g is the inverse of f . So we get 1 = f g ∈ p which is a contradiction. Hence f (p) 6= 0 for all
p ∈ Spec(A).
ˆ (ii) ⇒ (iii) Since max(A) ⊆ Spec(A), (iii) follows trivially from (ii).
ˆ (iii) ⇒ (i) We are given that f (m) 6= 0 for all maximal ideals m of A, i.e. f 6= m for all
m ∈ max(A). But if the ideal (f ) 6= A, then (f ) must be contained in some maximal ideal of A.
hence (iii) implies (f ) = A 3 1. So there exists a g ∈ A such that f g = gf = 1 ∈ A. Thus f is
invertible.
Problem 49
Note that for any subset S of X,
s ∈ S ⇒ f (s) = 0 ∀f ∈ I(S) ⇒ s ∈ V (I(S))
Thus S ⊆ V (I(S)). Let S denote the closure of S in the Zariski Topology on X. Note that V (I(S)) is
closed in the Zariski topology. So V (I(S)) ⊇ S.
On the other hand, since S is closed, S = V (J) for some ideal J of A. Note that by definition, since
S ⊆ V (J), f (s) = 0 for all f ∈ J i.e. we have J ⊆ s for all s ∈ S. Thus
\
J⊆
s = I(S)
s∈S
Then
V (J) ⊇ V (I(S)) ⇒ S ⊇ V (I(S))
6
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Problem 50
Note that V (I ∪ J) = V (I) ∩ V (J) = ∅. Also I + J ⊇ I ∪ J ⇒ V (I + J) ⊆ V (I ∪ J). Hence V (I + J) = ∅.
On the other hand I + J is an ideal in A. So if I + J 6= A, then there exist some maximal(,hence prime)
ideal m of A which contains I + J. So m ∈ V (I + J) proving that V (I + J) is non-empty. Contradiction!
Hence I + J = A.
We can find f ∈ I and g ∈ J such that f + g = 1 ∈ A. Thus
1−f ∈J
⇒(1 − f )(q) = 0 for all q ∈ V (J)
⇒1 − f ∈ q for all q ∈ V (J)
⇒f (q) = 1 for all q ∈ V (J)
On the other hand f ∈ I ⇒ f (p) = 0 for all p ∈ V (I).
Thus there is an f ∈ A such that f (x) = 0 for all x ∈ V (I) and f (x) = 1 for all x ∈ V (J).
7
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