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BOOTSTRAP METHOD FOR TESTING OF EQUALITY OF SEVERAL MEANS
M. Krishna Reddy, B. Naveen Kumar and Y. Ramu
Department of Statistics, Osmania University, Hyderabad -500 007, India.
[email protected], [email protected]
Abstract: In this paper, a graphical procedure using bootstrap method is developed as an
alternative to the ANOVA to test the hypothesis on equality of several means. An example is
given to demonstrate the advantage of bootstrap graphical procedure over the ANOVA in
decision making point of view.
Keywords: Mean, Analysis of variance, Bootstrap method.
1. Introduction
The analysis of variance frequently referred to by the contraction ANOVA is a
statistical technique specially designed to test whether the means of more than two
quantitative populations are equal. Basically, this method consists of classifying and crossclassifying statistical results and testing whether the means of specified classification differ
significantly. In this study, applicability of bootstrap method for testing of several means is
discussed and this bootstrap method can be treated as an alternative method to ANOVA when
the samples are very small.
Statistical inference based on data resampling has drawn a great deal of attention in
recent years. The main idea about these resampling methods is not to assume much about the
underlying population distribution and instead tries to get the information about the
population from the data itself various types of resampling methods. Bootstrap method
(Efron, 1979) use the relationship between the sample and resamples drawn from the sample,
1
to approximate the relationship between the population and samples drawn from it. With the
bootstrap method, the basic sample is treated as the population and a Monte Carlo style
procedure is conducted on it. This is done by randomly drawing a large number of resamples
of size n from this original sample with replacement [1] [2].
Both bootstrap and traditional parametric inference seek to achieve the same goal
using limited information to estimate the sampling distribution of the chosen estimator θˆ . The
estimate will be used to make inferences about a population parameter θ . The key difference
between these inferential approaches is how they obtain this sampling distribution where as
traditional parametric inference utilizes a priori assumptions about the shape of θˆ s
distribution, the non-parametric bootstrap is distribution free, which means that it is not
dependent on a particular class of distributions. With the bootstrap method, the entire
sampling distribution θˆ is estimated by relying on the fact that the sample’s distribution is
good estimate of the population distribution [1] [2].
2. Bootstrap method for testing of equality of several means
Let
{X
ij
, i = 1, 2, ... , k , j = 1, 2, ... , ni } represent k independent random samples of
sizes n1 , n2 , . . . , nk respectively and we assume that X ij ~ N (µ i , σ i2 ) for i = 1, 2, ... , k . Here,
we are interested in testing the null hypothesis. H 0 : µ1 = µ 2 = K = µ k = µ (Unknown)
against the alternative hypothesis H 1 : µ1 ≠ µ 2 ≠ K ≠ µ k . ANOVA is used for testing H 0 in
the literature. This test demonstrates only the statistical significance of the equality of means
being compared.
The Bootstrap graphical procedure for testing H 0 is given in the following steps.
2
k
Let the available combined sample is {Z j , j = 1,2, L N } of size N = ∑ ni ,
i =1
1. Draw the B- bootstrap samples of size N with replacement from the combined sample
{Z
{y
j
∗
bi
, j = 1,2, L N }and the bth bootstrap sample of size N is given by
}
, i = 1, 2,K, N and b = 1, 2,K, B
(2.1)
2. Compute the mean for the bth bootstrap sample.
yb =
1
N
N
∑y
∗
bi
, b = 1, 2, L, B .
(2.2)
i =1
3. Obtain the sampling distribution of mean using B-bootstrap estimates and compute
the mean and standard error of mean.
y* =
1 B
∑ yb . and s * =
B b=1
2
1 B
(
yb − y * )
∑
B b=1
(2.3)
4. The lower decision line (LDL) and the upper decision line (UDL) for the comparison
of each of the xi are given by
LDL = y * − Z α / 2 s *
UDL = y * + Z α / 2 s *
(2.4)
where Zα / 2 is the critical value at α level and Z 0.025 = 1.96 at 5% level.
5. Plot xi against the decision lines. If any one of the points plotted lies outside the
respective decision lines, H 0 is rejected at α level and conclude that the means are
not homogenous.
3
The proposed method is very useful in handling of small samples of size less than 30. This
method not only tests the significant difference among the means but also identify the source
of heterogeneity of means.
3. Numerical Example
The lifetimes (in hours) of samples from three different brands of batteries were recorded
with the following results [3].
Table 1. Lifetimes (in hours) of the batteries
X1
Brand
X2
X3
40
60
60
30
40
50
50
55
70
50
65
65
30
75
40
We wish to test whether the three brands have same average lifetimes or not. We will assume
that the three samples come from normal populations with common (unknown) standard
deviation. From the data, we have n1 = 5, n 2 = 4, n3 = 6, x1 = 40, x 2 = 55 and x3 = 60 .
One-way ANOVA is carried out to test the hypothesis H 0 : µ1 = µ 2 = µ 3 and the results
given below.
Table 2. ANOVA
Source of
Variation
Between Brands
Within Brands
Total
SS
df
MS
F
P-value
F crit.
1140
1600
2740
2
12
14
570.000
133.333
4.275
0.040
3.885
4
Since the significant probability value is 0.040, which is less than the level of
significance α = 0.05 , thus we reject the null hypothesis and we may conclude that the mean
lifetimes of three brands are not homogenous.
We apply bootstrap method to test the same hypothesis for the given example. The procedure
is explained in the following steps.
1. Draw B (=2000) bootstrap sample of size N=15 from the combined sample of size
N=15.
2. Compute the mean for each bootstrap sample using (2.2) and form the sampling
distribution.
3. Compute the mean and standard deviation of the B-bootstrap estimates of mean using
(2.3) and it is observed that y * = 52.044 and s * = 3.604
4. The decision lines are computed using (2.4) and are obtained at α = 0.05 is as follows.
LDL=44.980 and UDL=59.108.
5. Prepare a chart as in Figure 1 with the above decision lines and plot the points xi
(i=1, 2, 3).
From Fig.1, we observe that x1 and x3 lie outside the decision lines. Hence, H0 may be
rejected and we may conclude that the three population means are not same.
4. Conclusions
From the above study, we observe that the conclusion is same, that is Ho is rejected
by both ANOVA and bootstrap method and bootstrap method not only tests the significant
difference among the means but also identifies the source of heterogeneity of means.
5
Since x3 lies above the UDL, therefore the customer is advised to purchase the brand
X3 batteries and try to avoid the brand X1 batteries.
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Figure 1. Chart of decision lines
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