











	

Study Resource


	

Explore 




	

Arts & Humanities


	

Business


	

Engineering & Technology


	

Foreign Language


	

History


	

Math


	

Science


	

Social Science









Top subcategories


	

Advanced Math


	

Algebra


	

Basic Math


	

Calculus


	

Geometry


	

Linear Algebra


	

Pre-Algebra


	

Pre-Calculus


	

Statistics And Probability


	

Trigonometry


	

other
→










Top subcategories


	

Astronomy


	

Astrophysics


	

Biology


	

Chemistry


	

Earth Science


	

Environmental Science


	

Health Science


	

Physics


	

other
→










Top subcategories


	

Anthropology


	

Law


	

Political Science


	

Psychology


	

Sociology


	

other
→










Top subcategories


	

Accounting


	

Economics


	

Finance


	

Management


	

other
→










Top subcategories


	

Aerospace Engineering


	

Bioengineering


	

Chemical Engineering


	

Civil Engineering


	

Computer Science


	

Electrical Engineering


	

Industrial Engineering


	

Mechanical Engineering


	

Web Design


	

other
→










Top subcategories


	

Architecture


	

Communications


	

English


	

Gender Studies


	

Music


	

Performing Arts


	

Philosophy


	

Religious Studies


	

Writing


	

other
→










Top subcategories


	

Ancient History


	

European History


	

US History


	

World History


	

other
→










Top subcategories


	

Croatian


	

Czech


	

Finnish


	

Greek


	

Hindi


	

Japanese


	

Korean


	

Persian


	

Swedish


	

Turkish


	

other
→





















 




Sign in 

Sign up 







Upload 

















	




	
Math

	
Applied Mathematics









Download 

lecture13.pdf









Survey 






yes
no


Was this document useful for you? 



  

Thank you for your participation! 


* Your assessment is very important for improving the workof artificial intelligence, which forms the content of this project 






















1















2















3
























			















Document related concepts 




no text concepts found 










Transcript 



Review [1]
CSE 820
Graduate Computer Architecture
• Memory wall inspires optimizations since so much
performance lost there
– Reducing hit time: Small and simple caches, Way prediction,
Trace caches
– Increasing cache bandwidth: Pipelined caches, Multibanked
caches, Nonblocking caches
– Reducing Miss Penalty: Critical word first, Merging write buffers
– Reducing Miss Rate: Compiler optimizations
Advanced Memory Hierarchy
– Reducing miss penalty or miss rate via parallelism: Hardware
prefetching, Compiler prefetching
• DRAM – Continuing Bandwidth innovations: Fast
page mode, Synchronous, Double Data Rate
Based on Slides by David Patterson
University of California, Berkeley
CSE 820
Review [2/2]
Outline
• VM Monitor presents a SW interface to guest
software, isolates state of guests, and protects itself
from guest software (including guest OSes)
• Last words on VM
• AMD Opteron Memory Hierarchy
• Virtual Machine Revival
• Opteron Memory Performance vs. Pentium 4
• Fallacies and Pitfalls
• Conclusion
– Overcome security flaws of large OSes
– Manage Software, Manage Hardware
– Processor performance no longer highest priority
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More on VM
Protection and Instruction Set Architecture
80x86 VM Challenges (before changes)
• Example Problem: 80x86 POPF instruction
loads flag registers from top of stack in memory
• 18 instructions caused problems for virtualization:
1. Read control registers in user model that reveal that the guest
operating system in running in a virtual machine (such as
POPF), and
2. Check protection as required by the segmented architecture but
assume that the operating system is running at the highest
privilege level
– One such flag is Interrupt Enable (IE)
– In system mode, POPF changes IE
– In user mode, POPF simply changes all flags except IE
– Problem: guest OS runs in user mode inside a VM, so it expects to
see changed a IE, but it won’t
• Historically, IBM mainframe HW and VMM took 3 steps:
1. • Virtual memory: 80x86 TLBs did not support
process ID tags ⇒ more expensive for VMM and
guest OSes to share the TLB
Reduce cost of processor virtualization
» Intel/AMD proposed ISA changes to reduce this cost
2. 3. Reduce interrupt overhead cost due to virtualization
Reduce interrupt cost by steering interrupts to proper VM directly without
invoking VMM
– each address space change typically required a TLB flush
• 2. and 3. not yet addressed by Intel/AMD; in the future?
CSE 820
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Intel/AMD address 80x86 VM Challenges
Outline
• • • Virtual Machines
• AMD Opteron Memory Hierarchy
• • Goal is direct execution of VMs on 80x86
Intel's VT-x
– A new execution mode for running VMs
– An architected definition of the VM state
– Instructions to swap VMs rapidly
– Large set of parameters to select the circumstances
where a VMM must be invoked
– VT-x adds 11 new instructions to 80x86
Xen 3.0 plan proposes to use VT-x to run Windows on Xen
AMD’s Pacifica makes similar proposals
• Ironic adding a new mode
• Opteron Memory Performance vs. Pentium 4
• Fallacies and Pitfalls
• Conclusion
– Plus indirection level in page table like IBM VM 370
– If OS start using mode in kernel, new mode would cause performance
problems for VMM since ≈ 100 times too slow
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AMD Opteron Memory Hierarchy
Opteron Memory Hierarchy Performance
• 12-stage integer pipeline yields a maximum clock rate of
2.8 GHz and fastest memory PC3200 DDR SDRAM
• 48-bit virtual and 40-bit physical addresses
• I and D cache: 64 KB, 2-way set associative, 64-B block, LRU
• For SPEC2000
• L2 cache: 1 MB, 16-way, 64-B block, pseudo LRU
• Commercial benchmark (“TPC-C-like”)
• Data and L2 caches use write back, write allocate
• L1 caches are virtually indexed and physically tagged
• L1 I TLB and L1 D TLB: fully associative, 40 entries
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– I cache misses per instruction is 0.01% to 0.09%
– D cache misses per instruction are 1.34% to 1.43%
– L2 cache misses per instruction are 0.23% to 0.36%
– I cache misses per instruction is 1.83% (100X!)
– D cache misses per instruction are 1.39% (≈ same)
– L2 cache misses per instruction are 0.62% (2X to 3X)
– 32 entries for 4 KB pages and 8 for 2 MB or 4 MB pages
• How compare to ideal CPI of 0.33?
• L2 I TLB and L2 D TLB: 4-way, 512 entities of 4 KB pages
• Memory controller allows up to 10 cache misses
– 8 from D cache and 2 from I cache
9
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CPI breakdown for Integer Programs
• CPI above base attributable to memory ≈ 50%
• L2 cache misses ≈ 25% overall (50% memory CPI)
– Assumes misses are not overlapped with the execution pipeline
or with each other, so the pipeline stall portion is a lower bound11
CSE 820
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CPI breakdown for Floating Pt. Programs
• CPI above base attributable to memory ≈ 60%
• L2 cache misses ≈ 40% overall (70% memory CPI)
– Assumes misses are not overlapped with the execution pipeline
or with each other, so the pipeline stall portion is a lower bound
12
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Pentium 4 vs. Opteron Memory Hierarchy
CPU
Misses Per Instruction: Pentium 4 vs. Opteron
Pentium 4 (3.2 GHz*) Opteron (2.8 GHz*)
Instruction Trace Cache
(8K micro-ops)
Cache
8-way associative,
Data
16 KB, 64B block,
Cache
inclusive in L2
2-way associative,
64 KB, 64B block
2-way associative,
64 KB, 64B block,
exclusive to L2
3.4X
2.3X
1.5X
L2 cache
8-way associative,
2 MB, 128B block
16-way associative,
1 MB, 64B block
Prefetch
8 streams to L2
1 stream to L2
200 MHz x 64 bits
200 MHz x 128 bits
Memory
*Clock rate for this comparison in 2005; faster versions existed
13
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Fallacies and Pitfalls
0.5X
↑Opteron better
↓Pentium better
• D cache miss: P4 is 2.3X to 3.4X vs. Opteron
• L2 cache miss: P4 is 0.5X to 1.5X vs. Opteron
CS252 s06 Adv. Memory Hieriarchy 2
• 4/1/08
Note: Same ISA,
but not same instruction count
14
And in Conclusion
• Not delivering high memory bandwidth in a cache-based system
– 10 Fastest computers at Stream benchmark [McCalpin 2005]
• Virtual Machine Revival
– Only 4/10 computers rely on data caches, and their memory BW
per processor is 7X to 25X slower than NEC SX7
– Overcome security flaws of modern OSes
– Processor performance no longer highest priority
– Manage Software, Manage Hardware
• “… VMMs give OS developers another opportunity
to develop functionality no longer practical in
today’s complex and ossified operating systems,
where innovation moves at geologic pace .”
[Rosenblum and Garfinkel, 2005]
• Virtualization challenges for processor, virtual
memory, I/O
– Paravirtualization, ISA upgrades to cope with those difficulties
• Xen as example VMM using paravirtualization
– 2005 performance on non-I/O bound, I/O intensive apps: 80% of
native Linux without driver VM, 34% with driver VM
15
• Opteron memory hierarchy still critical to
performanc
CSE 820
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