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Engineering Probability & Statistics
Sharif University of Technology
Hamid R. Rabiee & S. Abbas Hosseini
December 22, 2014
CE 181
Date Due: Dey 13th , 1393
Homework 7
Problems
1. Explain briefly:
• the difference between Maximum Likelihood estimation and Maximum a Posteriori estimation.
• the difference between Maximum a Posteriori estimation and Bayesian estimation.
2. Let X1 , X2 , ..., Xn be i.i.d. random variables with common normal pdf N (µ, σ 2 ). here θ is a
vector of two unknown parameters µ and σ 2 . Find the Maximum Likelihood estimate for θ.
3. Let X1 , X2 , ..., Xn be i.i.d. random samples from a Gamma(α, β) population. Find the Maximum Likelihood estimate for β, assuming α is known.
Gamma(x|α, β) =
β α α−1 −βx
x
e
Γ(α)
4. Let X1 , X2 , ..., Xn be i.i.d. random variables with common pdf:
fx (x; θ) =
e−(x−θ) x ≥ θ;
0
x < θ.
where θ is an unknown parameter. Find the Maximum Likelihood estimate for θ.
5. For the previous question, suppose prior probability of θ follows this distribution:
fθ (θ) =
eθ−α θ ≤ α;
0
θ > α.
Find the MAP estimate for θ.
6. Let X1 , X2 , ..., Xn be iid geometric random variables:
fx (x) = (1 − p)k p
where the parameter p has the distribution:
fp (p) = 12p(1 − p)2
find the Bayes estimate for p.
(Hint: You don’t have to compute the integral!)
1
7. Mean Squared Errors of an estimator is defined as:
M SE = E[(θ̂ − θ)2 ]
where θ is a parameter and θ̂ is its estimated value. It is a reasonable measure for the goodness
of an estimator.
• Prove that for an unbiased estimator, M SE = var(θ̂).
hint: add and subtract E[θ̂] in (θ̂ − θ) and compute the square for the terms (E[θ̂] − θ) and
(θ̂ − E[θ̂]), and continue computation to decompose the M SE to variance and biase2 .
• Suppose X1 , X2 , ..., Xn are iid random variables which follow the distribution
fx (x) =
1
|x|
exp(− )
2λ
λ
where λ is an unknown parameter. Show that the maximum likelihood estimator for λ is
unbiased.
• Find MSE of λ̂.
8. Let X1 , X2 , ..., Xn be gamma random variables with parameters α and β. What are the MOM
estimates of α and β?
−x
1
f (xi ) =
xα−1 e β
α
Γ(α)β
2
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CLASSICAL LINEAR REGRESSION MODEL ASSUMPTIONS 1. A













Department of Mathematics University of Toledo Master of Science Degree Comprehensive Examination













ISU-ISU UTAMA PEMBANGUNAN DAERAH DI PROVINSI …













Point Estimation of Parameters













Stat 31













Chapter 6 - Point Estimation When we assume a class of models













Mathematical modelling of the Platelet-Derived Growth













Petroleum Engineering 284













risk management - SNS Courseware













Lecture 1 - Sortie-ND













SOLUTION FOR HOMEWORK 3, STAT 4352 Welcome to your third













Simultaneous Equations













Econometrics-I-18













Cramer–Rao Lower Bound for Constrained Complex Parameters













A Nonparametric Bayesian Estimation of Freeway Capacity




















	

studyres.com © 2024


	

DMCA 

	

Privacy 

	

Terms 

	

Report 























