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Chapter 1
Introduction and Survey
Abstract We begin the chapter with some history of the results that form
the background of this book. We then define higher matrix factorizations,
our main focus. While classical matrix factorizations were factorizations of
a single element, higher matrix factorizations deal directly with sequences of
elements. In section 1.3, we outline our main results. Throughout the book,
we use the notation introduced in section 1.4.
1.1 How we got here
Since the days of Cayley [16] and Hilbert [31], minimal free resolutions of
finitely generated modules have played many important roles in mathematics.
They now appear in fields as diverse as algebraic geometry, invariant theory,
commutative algebra, number theory, and topology.
Hilbert showed that the minimal free resolution of any module over a
polynomial ring is finite. In the hands of Auslander, Buchsbaum and Serre
this property was identified with the the geometric property of non-singularity
(which had been identified algebraically by Zariski in [58]): local rings for
which the minimal free resolution of every module is finite are the regular local
rings. The Auslander-Buchsbaum formula also identifies the length of the
minimal free resolution of a module as complementary to another important
invariant, the depth.
The minimal free resolution of the residue field k = S/m, where m denotes
the maximal ideal of a local ring S, plays a special role: in the case of a regular
ring this is the Koszul complex (the name is standard, though the idea and
the construction were present in the work of Cayley, a century before Koszul).
The condition of minimality is important in these theories. The mere existence of free resolutions suﬃces for foundational issues such as the definition
of Ext and Tor, and there are various methods of producing resolutions uniformly (for example the Bar resolution, in the case of algebras over a field).
1
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But without minimality, resolutions are not unique, and the very uniformity
of constructions like the Bar resolution implies that they give little insight
into the structure of the modules resolved. By contrast, the minimal resolution of a finitely generated module over a local ring is unique and contains a
host of subtle invariants of the module. There are still many mysteries about
minimal free resolutions over regular local rings, and this is an active field of
research.
Infinite minimal free resolutions seem first to have come to the fore around
1957 in the work of Tate [57], perhaps motivated by constructions in group
cohomology over a field of characteristic p > 0 coming from class field theory.
The simplest interesting case is that of the group algebra k[G] where G is a
group of the form
G = Z/(pa1 ) ⊕ · · · ⊕ Z/(pa1 )
and k is a field of characteristic p. In this case k[G] is a local ring of the
special form
k[G] ∼
= k[x1 , . . . , xc ]/(f1 , . . . , fc ).
ai
where fi (x) = xpi − 1 for each i, and the maximal ideal is generated by
(x1 − 1, . . . , xc − 1). The cohomology of such a group, with coeﬃcients in a
k[G]-module N is, by definition, Extk[G] (k, N ), and it is thus governed by
a free resolution of the residue field k as a module over k[G]. The case of
non-commutative groups is of course the one of primary interest; but it turns
out that many features of resolutions over non-commutative group algebras
are governed by the resolutions over the elementary abelian p-groups related
to them, so the commutative case plays a major role in the theory.
Generalizing the example of the group algebras above, Tate gave an elegant
description of the minimal free resolution of the residue field k of a ring R of
the form
R = S/(f1 , . . . , fc ) ,
where S is a regular local ring with residue field k and f1 , . . . , fc is a regular
sequence—that is, each fi is a non-zerodivisor modulo the ideal generated by
the preceding ones and (f1 , . . . , fc ) �= S. Such rings are usually called complete
intersections, the name coming from their role in algebraic geometry. It is
with minimal free resolutions of arbitrary finitely generated modules over
complete intersections that this book is concerned.
Tate showed that, if R is a complete intersection, then the minimal free
resolution of k has a simple structure, just one step removed from that of the
Koszul complex. Tate’s paper led to a large body of work about the minimal
free resolutions of the residue fields of other classes of rings (see for example
the surveys by Avramov [5] and McCullough-Peeva [40]). Strong results were
achieved for complete intersections, but the structures that emerged in more
general cases were far more complex. Still today, our knowledge of infinite
minimal free resolutions of modules, or even of the residue class field, over
1.1 How we got here
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rings that are not regular or members of a few other special classes (Koszul
rings, Golod rings) is very slight.
The situation with complete intersections has drawn a lot of interest.
Shamash [55] (and later, in a diﬀerent way, Eisenbud [23]) showed how to
generalize Tate’s construction to any module . . . but, except for the residue
class field, this method rarely produces a minimal resolution. A diﬀerent path
was begun in the 1974 paper [30] of Gulliksen, who showed that if N and P are
any finitely generated modules over a complete intersection, then ExtR (N, P )
has a natural structure of a finitely generated graded module over a polynomial ring R = k[χ1 , . . . , χc ], where
� c is the codimension of R. He used this
to show that the Poincaré series i βiR (N )xi , the generating function of the
Betti numbers βiR (N ), is rational and that the denominator divides (1 − x2 )c .
In 1989 Avramov [4] identified the dimension of ExtR (N, k), which he called
the complexity of N , with a correction term in a natural generalization of the
Auslander-Buchbaum formula.
Gulliksen’s finite generation result implies that the even Betti numbers
R
β2i
(N ) are eventually given by a polynomial in i, and similarly for the odd
Betti numbers. Avramov [4] proved that the two polynomials have the same
degree and leading coeﬃcient. In 1997 Avramov, Gasharov and Peeva [7] gave
further restrictions on the Betti numbers, establishing in particular that the
Betti sequence {βiR (N )} is eventually either strictly increasing or constant.
The paper [23] of Eisenbud in 1980 brought a somewhat diﬀerent direction
to the field. He took the point of view that what is simple about the minimal
free resolution
· · · −→ Fn −→ · · · −→ F1 −→ F0
of a module N = Coker(F1 −→ F0 ) over a regular ring S is that the Fi are
eventually 0 (by Hilbert’s Syzygy Theorem): in fact they are 0 for all i >
dim(S) (this would not be true if we did not insist on minimal resolutions.)
Eisenbud described the eventual behavior of minimal free resolutions of
arbitrary finitely generated modules over hypersurface rings. These are the
rings of the form R = S/(f ) where S is a regular local ring, that is, complete
intersections of codimension 1. He proved that, in this case, the minimal resolution of every finitely generated R-module eventually becomes periodic, of
period at most 2, and that these periodic resolutions correspond to matrix
factorizations of the defining equation f ; that is, to pairs of square matrices
(A, B) of the same size such that AB = BA = f · I , where I is an identity
matrix. As a familiar example, if f = det(A) then we could take B to be the
adjoint matrix of A. As with the case of regular rings, the simple pattern of
the matrix factorization starts already after at most dim(R) steps in the resolution. The theory gives a complete and powerful description of the eventual
behavior of minimal resolutions over a hypersurface.
Since there exist infinite minimal resolutions over any singular ring, and
the hypersurface ring R is singular if and only if f ∈ m2 (where m is the
maximal ideal of S), it follows that matrix factorizations exist for any element
4
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f ∈ m2 —for instance, for any power series of order ≥ 2. Such a power series
f has an ordinary factorization—that is, a factorization by 1 × 1 matrices—if
and only if f defines a reducible hypersurface. Factorization by larger matrices
seems first to have appeared in the work of P.A.M Dirac, who used it to
find a matrix square root—now called the Dirac operator —of an irreducible
polynomial in partial derivatives
∂2
∂2
∂2
1 ∂2
−
−
−
.
c2 ∂t2
∂x2
∂y 2
∂z 2
The general theory of matrix factorizations is briefly described in chapter 2.
There are still many open questions there, such as: “What determines the
minimal size of the matrices in the factorizations of a given power series?”
Matrix factorizations have had many applications. Starting with Kapustin
and Li [36], who followed an idea of Kontsevich, physicists discovered amazing
connections with string theory — see [1] for a survey. A major advance was
made by Orlov [42, 44, 45, 46], who showed that matrix factorizations could be
used to study Kontsevich’s homological mirror symmetry by giving a new description of singularity categories. Matrix factorizations have also proven useful for the study of cluster tilting [18], Cohen-Macaulay modules and singularity theory [12, 9, 15, 39], Hodge theory [11], Khovanov-Rozansky homology
[37, 38], moduli of curves [50], quiver and group representations [2, 4, 35, 52],
and other topics, for example, [10, 17, 22, 21, 32, 33, 34, 49, 53, 54, 55].
What about the eventual behavior of minimal free resolutions over other
rings? The Auslander-Buchsbaum-Serre Theorem shows that regular rings
are characterized by saying that mininimal free resolutions are eventually
zero, suggesting that the eventual behavior of resolutions over a non-regular
ring R corresponds to some feature of the singularity of R. This idea has
been extensively developed by Buchweitz, Orlov and others under the name
“singularity category”; see [42, 43, 44, 45, 46].
The obvious “next” case to study after hypersurface rings is the eventual
behavior of minimal resolutions over complete intersections.
One useful method of extending the theory of matrix factorizations to
complete intersections was developed by Orlov [43] and subsequent authors,
for example [13, 14, 50]. This method regards a complete intersection as a
family of hypersurfaces parametrized by a projective space. For example,
suppose that S = k[x1 , . . . , xn ] is the coordinate ring of the aﬃne n-space
Ank over a field k, and R �
is the complete intersection R = S/(f1 , . . . , fc ).
c
Consider the element f = 1 zi fi ∈ S[z1 , . . . , zc ] as defining a hypersurface
n
in the product of A and the projective space Pc−1 and consider the category
of matrix factorizations (now defined as a pair of maps of vector bundles) of
f . This idea has proven useful in string theory and elsewhere, and provides
a good definition of a singularity category for complete intersections; but it
does not seem to shed any light on the structure of minimal free resolutions
over R.
1.1 How we got here
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Eisenbud provided easy examples showing that over complete intersections, unlike regular and hypersurface rings, nice patterns may begin only far
back in the minimal free resolutions. Even though Eisenbud’s paper is entitled “Homological Algebra over a Complete Intersection”, it only gives strong
results for the case of hypersurfaces and really doesn’t get much further than
posing questions about minimal free resolutions over complete intersections of
higher codimension. In the case of codimension 2, important steps were taken
by Avramov and Buchweitz in [6] in 2000 using the classification of modules
over the exterior algebra on two variables; in particular they constructed
minimal free resolutions of high syzygies over a codimension two complete
intersection as quotients. But the general case (of higher codimensions) has
remained elusive.
Nevertheless, when one looks at the matrices of the diﬀerential in minimal
resolutions over a complete intersection, for example in the output of the
computer systems Macaulay2 [29] and Singular [19], one feels the presence of
repetitive patterns.
The authors of this book have wondered, for many years, how to describe
the eventual patterns in the minimal resolutions of modules over complete intersections of higher codimension. With the theory presented here we believe
we have found an answer: when M is a suﬃciently high syzygy over a complete intersection ring R, our theory describes the minimal free resolutions
of M as an S module and as an R-module.
Revealing the Pattern
In the next section we will introduce the notion of a Higher Matrix Factorization. Ordinary matrix factorizations allow one to understand minimal free
resolutions of high syzygies over a hypersurface ring in terms of a simple
matrix equation; they show in particular that such resolutions are eventually
periodic. We introduce higher matrix factorizations to give, in an equational
form, the data needed to describe the structure of minimal free resolutions of
high syzygies over a complete intersection of arbitrary codimension; like ordinary matrix factorizations, they show that minimal resolutions eventually
exhibit stable patterns.
We define higher matrix factorizations in the next section. Here we provide motivation, by sketching how higher matrix factorizations arise in the
structure of minimal free resolutions of high syzygies:
Let N be any module over a complete intersection
R = S/(f1 , . . . , fc ) ,
where S is a regular local ring and f1 , . . . , fc is a regular sequence, and let M
be a suﬃciently high syzygy—a stable syzygy in the sense of chapter 6—over
R. The module M is, in particular, a maximal Cohen-Macaulay R-module
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without free summands. We begin with replacing the sequence f1 , . . . , fc by
a generic choice of generators of the ideal (f1 , . . . , fc ). We will analyze the
minimal free resolution of M over R by an induction on the codimension c.
The case c = 0 is the case of the regular local ring S: the only stable syzygy
over S is the module 0.
We thus assume, by induction, that the minimal resolutions of stable syzygies over the ring R� = S/(f1 , . . . , fc−1 ) are understood. As mentioned above,
the Shamash construction rarely produces minimal resolutions; but (because
of our general position hypothesis on the generators f1 , . . . , fc and the definition of a stable syzygy) the minimal free resolution of M over R is actually
obtained as the Shamash construction starting from a minimal free resolution U of M as an R� module; thus it suﬃces to obtain such a resolution. Of
course M is not a stable syzygy over R� — it is not even a maximal CohenMacaulay R� module. One of the main new ideas of this book is that U can
be constructed in a simple way, which we call a Box complex, described as
follows.
Like any maximal Cohen-Macaulay module over a Gorenstein ring, M is
the second syzygy over R of a unique maximal Cohen-Macaulay module L
�
without free summands. We define M � := SyzR
2 (L) to be the second syzygy
of L as a module over R� or, equivalently, as the non-free part of the CohenMacaulay approximation of M over R� . We prove that M � is a stable syzygy
over R� , and thus has a minimal free resolution described by a higher matrix
factorization—this will be part of the higher matrix factorization of M .
Let
∂
∂
∂
· · · −−→ A�2 −−→ A�1 −−→ A�0
be the minimal free resolution of M � over R� , and let
b : B 1 −→ B 0 −→ L −→ 0
be the minimal free presentation of L as an R-module. We prove that any
lifting b� : B1� −→ B0� of b to a map of free R� -modules gives a minimal free
presentation of L as an R� -module, and hence the minimal free resolution of
L as an R� -module has the form
∂
∂
b�
∂
· · · −−→ A�2 −−→ A�1 −−→ A�0 −→ B1� −−→ B0� .
Since L is annihilated by fc there is a homotopy for fc on this complex. Let
ψ � denote the component of that homotopy that maps B1� −→ A�0 . We prove
that the minimal free resolution of M over R� is
···
A�3
∂�
A�2
∂�
A�1
⊕
B1�
∂�
A�0
ψ�
b
�
⊕
B0� ,
1.2 What is a Higher Matrix Factorization?
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which we call the Box complex. We show that the minimal free resolution of
M over R is the Shamash construction applied to this Box complex.
We will define a Higher Matrix Factorization for M in the next section in
a way that captures the information in the “box”:
∂�
A�1
A�0
ψ�
⊕
⊕
b�
B1�
B0� ,
where A�1 and A�0 come inductively from a higher matrix factorization for
f1 , . . . , fc−1 .
The data in the higher matrix factorization suﬃce to describe the minimal resolutions of the stable R-syzygy M both as an S-module and as an
R-module. These constructions and some consequences are outlined in section 1.3.
1.2 What is a Higher Matrix Factorization?
The main concept we introduce in this book is that of a higher matrix factorization (which we sometimes abbreviate HMF) with respect to a sequence of
elements in a commutative ring. To emphasize the way in which it generalizes
the classical case, we first briefly recall the definition, from [23], of a matrix
factorization with respect to a single element. More about this case can be
found in chapter 2.
Definition 1.2.1. If 0 �= f ∈ S is an element in a commutative local ring
then a matrix factorization with respect to f is a pair of finitely generated
free modules A0 , A1 and a pair of maps
h
d
A0 −−→ A1 −−→ A0
such that the diagram
f
A1
d
A0
f
h
A1
d
A0
commutes or, equivalently:
dh = f · IdA0
and hd = f · IdA1 .
(1.2.2)
8
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If f is a non-zerodivisor, S is local with residue field k, and both d and
h are minimal maps in the sense that d ⊗ k = 0 = h ⊗ k, then the matrix
factorization allows us to describe the minimal free resolutions of the module
M := Coker(d) over the rings S and R := S/(f ); they are:
d
0 −→ A1 −−→ A0 −→ M −→ 0 over S; and
R⊗h
R⊗d
(1.2.3)
R⊗d
· · · −−−−→ R ⊗ A0 −−−−→ R ⊗ A1 −−−−→ R ⊗ A0 −→ M −→ 0 over R.
By [23], minimal free resolutions of all suﬃciently high syzygies over a hypersurface ring have this form.
Matrix factorizations of a sequence of elements
Definition 1.2.4. Let f1 , . . . , fc ∈ S be a sequence of elements of a commutative ring. A higher matrix factorization (d, h) with respect to f1 , . . . , fc
is:
(1)
A pair of finitely generated free S-modules A0 , A1 with filtrations
0 ⊆ As (1) ⊆ · · · ⊆ As (c) = As , for s = 0, 1,
such that each As (p − 1) is a free summand of As (p);
(2) A pair of maps d, h preserving filtrations,
c
�
q=1
h
d
A0 (q) −−→ A1 −−→ A0 ,
where we regard ⊕q A0 (q) as filtered by the submodules ⊕q≤p A0 (q);
such that, writing
hp
dp
A0 (p) −−−→ A1 (p) −−−→ A0 (p)
for the induced maps, the diagrams
fp
A1 (p)
dp
A0 (p)
hp
A1 (p)
dp
fp
A1 (p)/A1 (p − 1)
A1 (p)/A1 (p − 1)
commute modulo (f1 , . . . , fp−1 ) for all p; or, equivalently,
A0 (p)
1.2 What is a Higher Matrix Factorization?
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(a) dp hp ≡ fp IdA0 (p) mod(f1 , . . . , fp−1 )A0 (p);
(b) πp hp dp ≡ fp πp mod(f1 , . . . , fp−1 )(A1 (p)/A1 (p − 1)), where πp denotes
the projection A1 (p) −→ A1 (p)/A1 (p − 1).
Set R = S/(f1 , . . . , fc ). We define the module of the higher matrix factorization (d, h) to be
M := Coker(R ⊗ d) .
We refer to modules of this form as higher matrix factorization modules or
HMF modules.
If S is local, then we call the higher matrix factorization minimal if d
and h are minimal maps (that is, the image of each map is contained in the
maximal ideal times the target).
In section 8.1, we show that a homomorphism of HMF modules induces
a morphism of the whole higher matrix factorization structure; see Definition 8.1.1 and Theorem 8.1.2 for details.
For each 1 ≤ p ≤ c, we have a higher matrix factorization (dp , (h1 | · · · |hp ))
with respect to f1 , . . . , fp , where (h1 | · · · |hp )) denotes the concatenation of
the matrices h1 , . . . , hp and thus an HMF module
M (p) = Coker(S/(f1 , . . . , fp ) ⊗ dp ) .
This allows us to do induction on p. We will show in Theorem 7.4.1 that if S
is Gorenstein then the modules M (p) arise as the essential Cohen-Macaulay
approximations of M over the rings R(p) = S/(f1 , . . . , fp ), and on the other
hand they arise as syzygies over the rings R(p) of a single R-module.
Definition 1.2.5. Let (d, h) be a higher matrix factorization. Use the notation in 1.2.4 and choose splittings so that
As (p) =
p
�
B0 (q)
q=1
for all p and s = 0, 1. We say that (d, h) is a strong matrix factorization if it
satisfies
� �
�
(a� )
dp hp ≡ fp IdA0 (p) mod
fr B0 (q) ,
1≤r<q≤p
which is a stronger condition than condition (a). We shall see in section 5.3
that this property holds if and only if it is possible to extend h to a homotopy
on the S-free resolution of the HMF module M constructed in chapter 3. We
will show in Theorem 5.3.1 that if (d, h) is a higher matrix factorization for
a regular sequence f1 , . . . , fc , then there exists a strong matrix factorization
(d, g) with the same HMF module M = Coker(R ⊗ d).
Example 1.2.6. Let S = k[a, b, x, y] over a field k, and consider the complete
intersection R = S/(xa, yb). Let N = R/(x, y). The module N is a maximal
10
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Cohen-Macaulay R-module. The earliest syzygy of N that is an HMF module
is the third syzygy M . We can describe the higher matrix factorization for
M as follows. After choosing a splitting
As (2) = As (1) ⊕ Bs (2) ,
we can represent the map d as
�
A1 (1) = B1 (1) = S 2
�
⊕
B1 (2) = S
0 −b
0 0
A0 (1) = B0 (1) = S 2
�
�
2
�
a0
yx
⊕
�
yx
B0 (2) = S .
The pair of maps
0
1
a 0A
yx
d1 : A1 (1) −−−−−−→ A0 (1)
@
and
0
1
x 0A
−y a
h1 : A0 (1) −−−−−−−→ A1 (1)
@
forms a matrix factorization for the element xa since d1 h1 = h1 d1 = xa Id.
The maps
h2 : A0 = A0 (2) −→ A1 = A1 (2)
and
d2 : A1 = A1 (2) −→ A0 = A0 (2)
are given by the matrices

and
Hence
0
 0
h2 = 
x
−y

b0
0 0
,
0 b
a0


a 0 0 −b
d2 =  y x 0 0  .
00y x


yb 0 0
d2 h2 =  0 yb 0 
0 xa yb
and

yb xb 0
0 0 0
- - - h2 d 2 = 
xa
0 yb

0
0
- 
.
0
0 xa 0 yb
1.3 What’s in this book?
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Thus d2 h2 is congruent, modulo (xa), to yb Id. Furthermore, condition (b) of
Definition 1.2.4 is the statement that the two bottom rows in the latter matrix
are congruent modulo (xa) to ybπ2 . In the context of the diagram in the
definition, with p = 2, the fact that the lower left (2 × 2)-matrix is congruent
to 0 modulo f1 = xa is necessary for the map h2 d2 : A1 (2) −→ A1 (2) to
induce a map
A1 (2)/A1 (1) = B1 (2) −→ A1 (2)/A1 (1) = B1 (2) .
1.3 What’s in this book?
Extending the case of a single element, if f1 , . . . , fc is a regular sequence, S
is local with residue field k, and both d and h are minimal maps, we will
show that a higher matrix factorization allows us to describe the minimal
free resolutions of the HMF module M := Coker(d) over the rings S and
R := S/(f1 , . . . , fc ). Moreover, we will prove that if S is regular, then every
suﬃciently high syzygy over the complete intersection R = S/(f1 , . . . , fc ) is
an HMF module. In the rest of this section we describe our main results more
precisely.
We focus on the case when S is a regular local ring and R = S/(f1 , . . . , fc )
is a complete intersection, although most of our results will be proven in
greater generality. We will keep the notation of Definition 1.2.4 throughout.
High Syzygies are Higher Matrix Factorization Modules
The next result was the key motivation for our definition of a higher matrix
factorization. A more precise version of this result is proved in Corollary 6.4.3.
Theorem 1.3.1. Let S be a regular local ring with infinite residue field, and
let I ⊂ S be an ideal generated by a regular sequence of length c. Set R =
S/I, and suppose that N is a finitely generated R-module. Let f1 , . . . , fc be a
generic choice of elements minimally generating I. If M is a suﬃciently high
syzygy of N over R, then M is the HMF module of a minimal higher matrix
factorization (d, h) with respect to f1 , . . . , fc . Moreover d ⊗ R and h ⊗ R are
the first two diﬀerentials in the minimal free resolution of M over R.
The meaning of “a suﬃciently high syzygy” is explained in section 6.1,
where we introduce a class of R-modules that we call pre-stable syzygies and
show that they have the property given in Theorem 1.3.1. Given an R-module
N we give in Corollary 6.4.3 a suﬃcient condition, in terms of ExtR (N, k), for
the r-th syzygy module of N to be pre-stable. We also explain more about the
genericity condition. Over a local Gorenstein ring, we introduce the concept
of a stable syzygy in section 6.1 and discuss it in section 7.2.
12
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Minimal R-free and S-free Resolutions
Theorem 1.3.1 shows that in order to understand the eventual behavior of
minimal free resolutions over the complete intersection R it suﬃces to construct the minimal free resolutions of HMF modules. This is accomplished
by Construction 5.1.1 and Theorem 5.1.2.
The finite minimal free resolution over S of an HMF module is given by
Construction 3.1.3 and Theorem 3.1.4. Here is an outline of the codimension
2 case: Let (d, h) be a codimension 2 higher matrix factorization. We first
choose splittings
As (2) = Bs (1) ⊕ Bs (2) .
Since d(B1 (1)) ⊂ B0 (1), we can represent the diﬀerential d as
B(1) :
B1 (1)
B0 (1)
ψ2
⊕
B(2) :
b1
B1 (2)
⊕
B0 (2) ,
b2
which may be thought of as a map of two-term complexes
ψ2 : B(2)[−1] −→ B(1) .
This extends to a map of complexes
K(f1 ) ⊗ B(2)[−1] −→ B(1) ,
as in the following diagram:
b1
B1 (1)
h1 ψ 2
⊕
B1 (2)
B1 (2)
−f1
b2
⊕
ψ2
B0 (1)
⊕
b2
B0 (2)
f1
B0 (2)
Theorem 3.1.4 asserts that this is the minimal S-free resolution of the HMF
module M = Coker(S/(f1 , f2 ) ⊗ d).
Strong restrictions on the finite minimal S-free resolution of a high syzygy
M over the complete intersection S/(f1 , . . . , fc ) follow from our description:
1.3 What’s in this book?
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for example, by Corollary 3.2.4 the minimal presentation matrix of M must
include c − 1 columns of the form


f1 · · · fc−1
 0 ··· 0 


 ..
.. 
.
. 
0 ···
0
for a generic choice of f1 , . . . , fc . For instance, in Example 1.2.6, where c = 2,
the presentation matrix of M is


a 0 0 −b 0
y x 0 0 0  ,
0 0 y x xa
and the last column is of the desired type. There are numerical restrictions
as well; see Corollary 6.5.3 and the remark following it.
Remark 1.3.2. Every maximal Cohen-Macaulay S/(f1 )-module is a prestable syzygy, but this is not true in higher codimension — one must go
further back in the syzygy chain. This is not surprising, since every S-module
of finite length is a maximal Cohen-Macaulay module over an artinian complete intersection, and it seems hopeless to characterize the minimal free
resolutions of all such modules.
In Corollary 3.2.6 and Corollary 5.2.1 we get formulas for the Betti
numbers of an HMF module over S and over R respectively. Furthermore,
the graded vector spaces ExtS (M, k) := ⊕i ExtS (M, k) and ExtR (M, k) :=
⊕i ExtR (M, k) can be expressed as follows:
Corollary 1.3.3. Suppose that f1 , . . . , fc is a regular sequence in a regular
local ring S with infinite residue field k, so that R = S/(f1 , . . . , fc ) is a
local complete intersection. Let M be the HMF module of a minimal higher
matrix factorization (d, h) with respect to f1 , . . . , fc . Using notation as in
Definition 1.2.4, choose splittings As (p) = As (p − 1) ⊕ Bs (p) for s = 0, 1 and
p = 1, . . . , c, so that
As (p) = ⊕1≤q≤p Bs (q) .
Set B(p) = B1 (p) ⊕ B0 (p), where we think of Bs (p) as placed in homological
degree s. There are decompositions
ExtS (M, k) ∼
=
ExtR (M, k) ∼
=
c
�
p=1
c
�
p=1
k�e1 , . . . , ep−1 � ⊗ HomS (B(p), k)
k[χp , . . . , χc ] ⊗ HomS (B(p), k),
14
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as vector spaces, where k�e1 , . . . , ep−1 � denotes the exterior algebra on variables of degree 1 and k[χp , . . . , χc ] denotes the polynomial ring on variables
of degree 2.
The former formula in 1.3.3 follows from Remark 3.1.5 and the latter
from Corollary 5.1.6. We explain in [27] and Corollary 5.1.6 how the given
decompositions reflect certain natural actions of the exterior and symmetric
algebras on the graded modules ExtS (M, k) and ExtR (M, k).
The package CompleteIntersectionResolutions, available in the Macaulay2
system starting with version 1.8, can compute examples of many of the constructions in this book.
Syzygies over intermediate quotient rings
For each 0 ≤ p ≤ c set
R(p) := S/(f1 , . . . , fp ) .
In the case of a codimension 1 matrix factorization (d, h), one can use the
data of the matrix factorization to describe two minimal free resolutions, as
explained in (1.2.3). In the case of a codimension c higher matrix factorization
we construct the minimal free resolutions of its HMF module over all c + 1
rings
S = R(0), S/(f1 ) = R(1), . . . , S/(f1 , . . . , fc ) = R(c) .
See Theorem 5.4.4.
By Definition 1.2.4 an HMF module M with respect to the regular sequence f1 , . . . , fc determines, for each p ≤ c, an HMF R(p)-module M (p) with
respect to f1 , . . . , fp . In the notation and hypotheses as in Theorem 1.3.1, we
have the following properties of the modules M (p): Proposition 7.2.2 shows
that
��
R(p−1) �
R(p) �
M (p − 1) = Syz2
Syz−2 M (p) ,
where Syzi (−) and Syz−i (−) denote syzygy and cosyzygy, respectively. Theorem 7.4.1(2) expresses the modules M (p) as syzygies of the R-module
P := SyzR
−c−1 (M ) over the intermediate rings R(p) as
R(p)
M (p) = Syzc+1 (P ) .
Furthermore, Proposition 7.4.2 says that if we replace M by its first syzygy,
then all the modules M (p) are replaced by their first syzygies:
�
�
�
R(p) �
SyzR
M (p) .
1 (M ) (p) = Syz1
1.4 Notation and Conventions
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1.4 Notation and Conventions
Unless otherwise stated, all rings are assumed commutative and Noetherian, and all modules are assumed finitely generated.
A map φ : A −→ B of S-modules is called minimal if S is local and
φ(A) ⊂ mB, where m is the maximal ideal of S.
To distinguish a matrix factorization for one element from the general
concept, sometimes we will refer to the former as a codimension 1 matrix
factorization or a hypersurface matrix factorization.
We will frequently use the following notation about higher matrix factorizations.
Notation 1.4.1. A higher matrix factorization
�
�
d : A1 −→ A0 , h : ⊕cp=1 A0 (p) −→ A1
with respect to f1 , . . . , fc as in Definition 1.2.4 involves the following data:
a ring S over which A0 and A1 are free modules;
for 1 ≤ p ≤ c, the rings R(p) := S/(f1 , . . . , fp ), and in particular R =
R(c);
• for s = 0, 1, the filtrations
•
•
0 = As (0) ⊆ · · · ⊆ As (c) = As ,
•
preserved by d;
the induced maps
hp
dp
A0 (p) −−−→ A1 (p) −−−→ A0 (p);
•
the quotients Bs (p) = As (p)/As (p − 1) and the projections
πp : A1 (p) −→ B1 (p) ;
•
the two-term complexes induced by d:
dp
A(p) : A1 (p) −−−→ A0 (p)
bp
B(p) : B1 (p) −−→ B0 (p)
•
the modules
�
�
M (p) = Coker R(p) ⊗ dp : R(p) ⊗ A1 (p) −→ R(p) ⊗ A0 (p) ,
and in particular, the HMF module M = M (c) of (d, h).
We sometimes write h = (h1 | · · · |hc ). We say that the higher matrix factorization is trivial if A1 = A0 = 0.
16
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If 1 ≤ p ≤ c then dp together with the maps hq for q ≤ p, is a higher
matrix factorization with respect to f1 , . . . , fp ; we write it as (dp , h(p)), where
h(p) = (h1 | · · · |hp ). We call (d1 , h1 ) the codimension 1 part of the higher
matrix factorization; (d1 , h1 ) is a hypersurface matrix factorization for f1
over S (it could be trivial). If q ≥ 1 is the smallest number such that A(q) �= 0
and R� = S/(f1 , . . . , fq−1 ), then writing −� for R� ⊗ −, the maps
b�q : B1 (q)� −→ B0 (q)� and h�q : B0 (q)� −→ B1 (q)�
form a hypersurface matrix factorization for the element fq ∈ R� . We call it
the top non-zero part of the higher matrix factorization (d, h).
For each 0 ≤ p ≤ c set R(p) := S/(f1 , . . . , fp ). The HMF module
M (p) = Coker(R(p) ⊗ dp )
is an R(p)-module.
Next, we make some conventions about complexes which we use throughout.
Conventions on complexes 1.4.2. We write U[−a] for the shifted complex
with
U[−a]i = Ui+a
and diﬀerential (−1)a d.
Let (W, ∂ W ) and (Y, ∂ Y ) be complexes. The complex W ⊗ Y has diﬀerential
� �
�
∂qW ⊗Y =
(−1)j ∂iW ⊗ Id + Id ⊗ ∂jY .
i+j=q
If ϕ : W[−1] −→ Y is a map of complexes, so that −ϕ∂ W = ∂ Y ϕ, then the
mapping cone Cone(ϕ) is the complex Cone(ϕ) = Y ⊕ W with modules
Cone(ϕ)i = Yi ⊕ Wi
and diﬀerential
Yi−1
Wi−1
�
Yi
∂iY
0
Wi
�
ϕi−1
.
∂iW
A map of complexes of free modules γ : W[a] −→ Y is homotopic to 0 if
there exists a map α : W[a + 1] −→ Y such that
γ = ∂ Y α − α∂ W[a+1] = ∂ Y α − (−1)a+1 α∂ W .
1.4 Notation and Conventions
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We say that a complex (U, d) is a left complex if Uj = 0 for j < 0; thus
for example the free resolution of a module is a left complex.
If f is an element in a ring S then we write K(f ) for the two-term Koszul
complex f : eS −→ S, where we think of e as an exterior variable. If (W, ∂)
is any complex of S-modules we write
K(f ) ⊗ W = eW ⊕ W ;
it is the mapping cone of the map W −→ W that is (−1)i f : Wi −→ Wi .
Chapter 2
Matrix Factorizations of One Element
Abstract This chapter presents a quick review of the hypersurface case.
2.1 Matrix Factorizations and Resolutions over a
Hypersurface
In this section we review the codimension 1 case treated by Eisenbud in [23].
The reader with some experience in the subject can skip to the next section.
Recall that if R is a local ring, then a finitely generated R-module M is called
maximal Cohen-Macaulay if depth(M ) = dim(R).
Theorem 2.1.1. Let 0 �= f ∈ S be a non-zerodivisor in a local ring, and
(d, h) be a minimal matrix factorization for f . Let b = rank (A0 ) = rank (A1 )
in the notation of 1.2.1. Set R = S/(f ), and let M = Coker(d) be the matrix
factorization R-module.
(1)
The minimal S-free resolution of M is
d
0 −→ S b −−→ S b ,
and h is a homotopy for f .
(2) The minimal R-free resolution of M is
R⊗h
R⊗d
R⊗h
R⊗d
· · · −−−−→ R ⊗ A1 −−−−→ R ⊗ A0 −−−−→ R ⊗ A1 −−−−→ R ⊗ A0
It has constant Betti numbers equal to b, and is periodic of period 2.
(3) Suppose that the ring S is Cohen-Macaulay. Let N be a finitely generated R-module. Then for p ≥ depth(R) + 1, the R-module SyzR
p (N ) is a
maximal Cohen-Macaulay module without any free summands.
(4) If S is regular, then every maximal Cohen-Macaulay R-module is a
direct sum of a free module and a minimal matrix factorization module.
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(5) If S is regular, and N is a finitely generated R-module, then for p ≥
depth(R) + 1, the R-module SyzR
p (N ) is the module of a minimal matrix
factorization, and so the truncation F≥p of the minimal free resolution F
of N is described by a matrix factorization.
Proof. First note that rank (A0 ) = rank (A1 ) since after inverting f , both d
and h become invertible.
(1): Let z ∈ Ker(d) ⊂ S b . Then
f z = hd(z) = h(0) = 0 .
Since f is a non-zerodivisor, it follows that z = 0.
(2): We will prove that Ker(R ⊗ d) = Im(R ⊗ h). Let z ∈ S b be an element
whose image in Rb is in Ker(R ⊗ d). It follows that d(z) = f u = dh(u)
for some u ∈ S b . Since d is a monomorphism, and d(z − h(u)) = 0, we
conclude that z = h(u). Thus, Ker(R ⊗ d) = Im(R ⊗ h). By symmetry,
Ker(R ⊗ h) = Im(R ⊗ d) holds as well.
(3): Let
F : · · · −→ F1 −→ F0
be the minimal free resolution of N over R. The existence of short exact
sequences
0 −→ Syzi+1 (N ) −→ Fi −→ Syzi (N ) −→ 0
shows that the depth of the syzygy modules Syzi (N ) increases strictly with
i until it reaches the maximal possible value depth(R), after which it is constant. Thus, for j ≥ depth(R), the R-module SyzR
j (N ) is maximal CohenMacaulay.
It now suﬃces to show that for j ≥ depth(R) the module SyzR
j+1 (N ) has
no free summand. Set U := SyzR
(N
).
Let
g
,
.
.
.
,
g
be
a
maximal
R-regular
1
q
j
and U -regular sequence. The module Ū := U/(g1 , . . . , gq )U has minimal free
resolution F≥j ⊗ R̄ over the artinian ring R̄ = R/(g1 , . . . , gq ). Therefore, the
first syzygy of Ū is the reduction modulo g1 , . . . , gq of SyzR
j+1 (N ). Since F is a
R̄
minimal resolution, Syz1 (Ū ) is contained in the maximal ideal times Fj ⊗ R̄;
thus it is annihilated by the socle of R̄, and cannot contain a free submodule.
(4): Let U be a maximal Cohen-Macaulay R-module. Since depth(R) =
depth(S)−1, the Auslander-Buchsbaum formula shows that U has projective
dimension 1 over S. Thus, its minimal S-free resolution has the form
∂
0 −→ S a −−→ S e .
Since U is annihilated by f , we have a homotopy g for f . It follows that (∂, g)
is a matrix factorization.
(5): Combine (3) and (4).
�
20
2 Matrix Factorizations of One Element
Remark 2.1.2. Note that if we omit the assumption that the matrix factorization (d, h) is minimal, then (1) and (2) in Theorem 2.1.1 still give an
S-free and an R-free (possibly non-minimal) resolutions.
Remark 2.1.3. Either one of the two equations in (1.2.2) suﬃces to define
a matrix factorization provided that the free modules A0 and A1 have the
same rank. Here is a quick proof: Suppose that 0 �= f ∈ S is a non-zerodivisor
and (d, h) is a pair of maps of finitely generated free modules
h
d
A0 −−→ A1 −−→ A0
of the same rank with dh = f · Id. After inverting f , both d and h become
invertible, and f −1 h is a right inverse of d. Since inverses are two-sided, f −1 h
is also a left inverse; that is, hd = f Id as well.
Chapter 3
Finite Resolutions of HMF modules
Abstract The main result of this chapter is the construction of the finite
minimal free resolution of a higher matrix factorization module in Theorem 3.1.4. We also prove that any such module is the module of a strong
matrix factorization.
3.1 The minimal S-free Resolution of a Higher Matrix
Factorization Module
We will use the notation in 1.4.1 throughout this section. Suppose that M
is the HMF module of a higher matrix factorization (d, h) with respect to a
regular sequence f1 , . . . , fc in a local ring S. Theorem 3.1.4 expresses the minimal S-free resolution of M as an iterated mapping cone of Koszul extensions,
which we will now define.
Definition 3.1.1. Let S be a ring. Let B and L be S-free left complexes,
with Bi = 0 = Li for i < 0, and let ψ : B[−1] −→ L be a map of complexes.
Note that ψ is zero on B0 . Let K := K(f1 , . . . , fp ) be the Koszul complex on
f1 , . . . , fp ∈ S. An (f1 . . . , fp )-Koszul extension of ψ is a map of complexes
Ψ : K ⊗ B[−1] −→ L
extending
ψ
K0 ⊗ B[−1] = B[−1] −−→ L
such that the restriction of Ψ to K ⊗ B0 is zero.
The next proposition shows that Koszul extensions exist in the case we
will use.
Proposition 3.1.2. Let f1 , . . . , fp be elements of a ring S. Let L be a free
resolution of an S-module N annihilated by f1 , . . . , fp . Let
21
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ψ : B[−1] −→ L
be a map from an S-free left complex B.
(1) There exists an (f1 . . . , fp )-Koszul extension of ψ.
(2) If S is local, the elements fi are in the maximal ideal, L is minimal,
and the map ψ is minimal, then every Koszul extension of ψ is minimal.
Proof. Set K = K(f1 . . . , fp ), and let ϕ : K⊗L −→ L be any map extending
the identity map S/(f1 , . . . fp ) ⊗ N −→ N . The map ϕ composed with the
tensor product map IdK ⊗ ψ is a Koszul extension, proving existence.
For the second statement, note that if ψ is minimal, then so is the Koszul
extension we have constructed. Since any two extensions of a map from a free
complex to a resolution are homotopic, it follows that every Koszul extension
is minimal.
�
We can now describe how to construct an S-free resolution of an HMF
module.
Construction 3.1.3. Let (d, h) be a higher matrix factorization with respect
to a regular sequence f1 , . . . , fc in a ring S. Using notation as in 1.4.1, we
choose splittings
As (p) = As (p − 1) ⊕ Bs (p)
for s = 0, 1, so
As (p) = ⊕1≤q≤p Bs (q)
and denote by ψp the component of dp mapping B1 (p) to A0 (p − 1). The
construction is by induction on p.
Let p = 1. Set L(1) := B(1), a free resolution of M (1) with zero-th term
B0 (1) = A0 (1).
• For p ≥ 2, suppose that L(p − 1) is an S-free resolution of M (p − 1) with
zero-th term
L0 (p − 1) = A0 (p − 1) .
•
Let
ψp� : B(p)[−1] −→ L(p − 1)
be the map of complexes induced by ψp : B1 (p) −→ A0 (p − 1), and let
Ψp : K(f1 , . . . , fp−1 ) ⊗ B(p)[−1] −→ L(p − 1)
be an (f1 , . . . , fp−1 )-Koszul extension. Set
L(p) = Cone(Ψp ).
The following theorem implies that H0 (L(p)) = M (p), so that the construction can be carried through to L(c). Note that L(c) has a filtration with
successive quotients of the form K(f1 , . . . , fp−1 ) ⊗ B(p).
3.1 The minimal S-free Resolution of a Higher Matrix Factorization Module
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Theorem 3.1.4. With notation and hypotheses as in 3.1.3, the complex L(p)
is an S-free resolution of M (p) for p = 1, . . . , c. Moreover, if S is local and
(d, h) is minimal, then the resolution L(p) is minimal.
Remark 3.1.5. Consider the underlying free module of the Koszul complex
K(f1 , . . . , fp−1 ) as the exterior algebra on generators ei corresponding to the
fi . Set B(p) = B0 (p) ⊕ B1 (p) . As an S-free module L(p) is
L(p) = L(p − 1) ⊕ S�e1 , . . . , ep−1 � ⊗S B(p) .
The degree 0 term in L may be identified with the direct sum of the B0 (p).
Note that the only non-zero components of the diﬀerential in L that land in
B0 (p) are the map d and the
fi : ei B0 (p) −→ B0 (p)
for i < p .
The degree 1 term in L may be identified with the direct sum of the B1 (p)
and the ei B0 (p) for i < p. The only non-zero components of the diﬀerential
in L(p) that land in B1 (p) are those of the map d and
fi : ei B1 (p) −→ B1 (p)
for i < p .
However, in L there could be more such components.
Example 3.1.6. Here is the case of codimension 2. After choosing splittings
As (2) = Bs (1) ⊕ Bs (2) ,
a higher matrix factorization (d, h) for a regular sequence f1 , f2 ∈ S is a
diagram of free S-modules
h1
h2
b1
B1 (1)
B0 (1)
ψ2
⊕
⊕
h2
h2
h2
B1 (2)
b2
where d has components b1 , b2 , ψ2 , and
B0 (2)
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b1 h1 = f1 IdB0 (1)
on B0 (1)
h1 b1 = f1 IdB1 (1)
on B1 (1)
(3.1.7)
dh2 ≡ f2 Id mod f1 (B0 (1) ⊕ B0 (2))
on B0 (1) ⊕ B0 (2)
π2 h2 d ≡ f2 π2 mod f1 B1 (2)
on B1 (1) ⊕ B1 (2) ,
where π2 denotes the projection B1 (1) ⊕ B1 (2) −→ B1 (2). We will see in
section 5.3 that the above equations can be simplified by using a strong
matrix factorization.
Applying Theorem 3.1.4, we may write the S-free resolution of the HMF
module M = Coker(S/(f1 , f2 ) ⊗ d) as:
h1
b1
B1 (1)
h1 ψ 2
⊕
B1 (2)
−f1
e1 B1 (2)
b2
h1 = Id
ψ2
(3.1.8)
B0 (1)
⊕
b2
f1
B0 (2)
h1 = Id
⊕
e1 B0 (2)
The map h1 is shown with dashed arrows, and the map h2 is not shown.
Proof of Theorem 3.1.4. The minimality statement follows at once from the
construction and Proposition 3.1.2(2). Thus it suﬃces to prove the first statement. We will do this by induction on p.
Let p = 1. Note that d1 = b1 . The equations in the definition of a higher
matrix factorization imply in particular that h1 b1 = b1 h1 = f1 Id, so b1 is a
monomorphism. Note that Coker(d1 ) is annihilated by f1 . Thus L(1) = B(1)
is an S-free resolution of
�
�
M (1) = Coker R(1) ⊗ d1 = Coker(d1 ).
For p ≥ 2, by the induction hypothesis
L(p − 1) :
· · · −→ L1 (p − 1) −→ L0 (p − 1)
is a free resolution of M (p − 1). Since L0 (p − 1) = A0 (p − 1), the map ψp
defines a morphism of complexes
ψp� : B(p)[−1] −→ L(p − 1)
3.1 The minimal S-free Resolution of a Higher Matrix Factorization Module
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and thus a mapping cone
···
L2 (p − 1)
L1 (p − 1)
L0 (p − 1)
ψp
B1 (p)
bp
B0 (p) .
To simplify the notation, denote by K the Koszul complex K(f1 , . . . , fp−1 )
of f1 , . . . , fp−1 , and write
κi : ∧i S p−1 −→ ∧i−1 S p−1
bp
for its diﬀerential. Also, set Bs := Bs (p) and B : B1 −−→ B0 .
Since M (p − 1) is annihilated by (f1 , . . . , fp−1 ), Proposition 3.1.2 shows
that there exists a Koszul extension
Ψp : K ⊗ B[−1] −→ L(p − 1)
of ψp� . Let (L(p), �) be the mapping cone of Ψp , and note that the zero-th
term of L(p) is
L0 = L0 (p − 1) ⊕ B0 = A0 (p) .
We will show that L(p) is a resolution of M (p).
We first show that
H0 (L(p)) = Coker(�1 ) = M (p) .
If we drop the columns corresponding to B1 from a matrix for �1 we get a
presentation of
�
�
M (p − 1) ⊕ R(p − 1) ⊗ B0 ,
so Coker(�1 ) is annihilated by (f1 , . . . , fp−1 ). Moreover, the map
hp : A0 (p) −→ A1 (p) ⊂ L1 (p)
defines a homotopy for multiplication by fp modulo (f1 , . . . , fp−1 ), and so
Coker(�1 ) is annihilated by fp as well. Thus
Coker(�1 ) = Coker(R(p) ⊗ �1 ) = M (p)
as required.
Since L(p) is the mapping cone of Ψp , we have a long exact sequence in
homology of the form
Ψp
· · · → Hi (L(p−1)) −→ Hi (L(p)) −→ Hi (K⊗B) −−−∗→ Hi−1 (L(p−1)) → · · · .
The complex K ⊗ B may be thought of as the mapping cone of the map
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(−1)i bp ⊗ Id : Ki ⊗ B1 [−1] −→ Ki ⊗ B0 ,
so there is also a long exact sequence
· · · → Hi (K⊗B1 ) −→ Hi (K⊗B0 ) −→ Hi (K⊗B) −→ Hi−1 (K⊗B1 ) → · · · .
Since K ⊗ Bs is a resolution of R(p − 1) ⊗ Bs we see that Hi (K ⊗ B) = 0 for
i > 1, which implies that Hi (L(p)) = 0 for i > 1.
To show that H1 (L(p)) also vanishes, we will show that the map
Ψp ∗ : H1 (K ⊗ B) −→ H0 (L(p − 1)) = M (p − 1)
is a monomorphism. From the long exact sequence for K ⊗ B above we get
the four-term exact sequence
0 −→ H1 (K ⊗ B) −→
R(p−1)⊗bp
R(p − 1) ⊗ B1 −−−−−−−−→ R(p − 1) ⊗ B0 −→ H0 (K ⊗ B) −→ 0.
Thus
�
�
H1 (K ⊗ B) = Ker R(p − 1) ⊗ bp .
By construction the map
�
�
�
�
Ψp ∗ : Ker R(p − 1) ⊗ bp −→ H0 (L(p − 1)) = Coker R(p − 1) ⊗ dp−1
is induced by
ψp : R(p − 1) ⊗ B1 (p) −→ R(p − 1) ⊗ A0 (p − 1) .
The proof is completed by Lemma 3.1.9, which we will use again in section 5.1.
�
Lemma 3.1.9. With notation and �hypotheses as� in Construction
3.1.3, ψ�p
�
induces a monomorphism from Ker R(p −1)⊗bp to Coker R(p −1)⊗dp−1 .
Proof. To simplify notation we write − for R(p − 1) ⊗ −. Consider the
diagram:
dp−1
u ∈ A1 (p − 1)
⊕
v ∈ B 1 (p)
ψp
A0 (p − 1)
⊕
bp
B 0 (p) .
We must show that if v ∈ Ker(bp ) and ψ p (v) = dp−1 (u) for some u ∈ A1 (p −
1), then v = 0.
3.2 Consequences
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Write π p for the projection
π p : A1 (p) = A1 (p − 1) ⊕ B 1 (p) −→ B 1 (p) ,
and note that dp is the sum of the three maps in the diagram above. Our
equations say that dp (−u, v) = 0. By condition (b) in Definition 1.2.4,
fp v = fp π p (−u, v) = π p hp dp (−u, v) = 0.
Since fp is a non-zerodivisor in R(p − 1), it follows that v = 0.
�
3.2 Consequences
Throughout this section we keep the notation and hypotheses of Construction 3.1.3. Recall that
M (p) := Coker(S/(f1 , . . . , fp ) ⊗ dp ) .
Theorem 3.1.4 immediately yields:
Corollary 3.2.1. The S-free resolution L = L(c) of M has a filtration by
the S-free resolutions L(p) of the modules M (p), whose successive quotients
are the complexes
�
K(f1 , . . . , fp−1 ) ⊗S B(p).
Corollary 3.2.2. If M (p) �= 0, then its projective dimension over S is p. If
S is a local Cohen-Macaulay ring, then M (p) is a maximal Cohen-Macaulay
R(p)-module.
Proof. The resolution L(p) has length p, and no module annihilated by a
regular sequence of length p can have projective dimension < p. The CohenMacaulay statement follows from this and the Auslander-Buchsbaum formula.
�
Corollary 3.2.3. The element fp+1 is a non-zerodivisor on M (p).
Proof. If fp+1 is a zerodivisor on M (p) then, since f1 , . . . , fp annihilate M (p),
�
�
�
�
TorSp+1 S/(f1 , . . . , fp+1 ), M (p) = Hp+1 K(f1 , . . . , fp+1 ) ⊗ M (p) �= 0.
However, the length of the complex L(p) is only p, so
�
�
TorSp+1 S/(f1 , . . . , fp+1 , M (p)) = 0 ,
a contradiction.
�
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The following result shows that HMF modules are quite special. Looking
ahead to Corollary 6.4.3, we see that it can be applied to any S module that
is a suﬃciently high syzygy over R.
Corollary 3.2.4. Suppose that S is local and that the higher matrix factorization (d, h) is minimal, and let n = rank A0 , the rank of the target of d. In
a suitable basis, the minimal presentation matrix
�
�of the HMF module�M consists of the matrix d concatenated with an n × p (p − 1)rank B0 (p) -matrix
that is the direct sum of matrices of the form


f1 · · · fp−1 0 · · · 0 · · · 0 · · · 0
 0 · · · 0 f1 · · · fp−1 · · · 0 · · · 0 


�
�


f1. . .fp−1 ⊗ IdB0 (p) =  0 · · · 0 0 · · · 0 · · · 0 · · · 0 
 .. ..
.. .. ..
..
.. .. ..
.. 
. .
. . .
.
. . .
. 
0 · · · 0 0 · · · 0 · · · f1 · · · fp−1
Similar results hold for all diﬀerentials in the minimal free resolution L of
the module M .
Proof. In the notation of Construction 3.1.3, the given direct sum is the part
of the map L1 (c) −→ L0 (c) that corresponds to
�
�
⊕p K(f1 , . . . , fp−1 ) 1 ⊗ B0 (p) −→ ⊕p B0 (p).
�
Corollary 3.2.5. If S is local and the higher matrix factorization is minimal,
then M (p) has no R(p)-free summands.
Proof. If M (p) had an R(p)-free summand, then with respect to suitable
bases the minimal presentation matrix R(p) ⊗ dp of M (p) would have a row
of zeros. Thus a matrix representing R(p − 1) ⊗ dp would have a row of
elements divisible by fp . Composing with hp we see that a matrix representing
R(p − 1) ⊗ dp hp would have a row of elements in mfp . However
R(p − 1) ⊗ (dp hc ) = fp Id ,
a contradiction.
�
Recall that if S is a local ring with residue field k, then the Betti numbers
of a module N over S are
βiS (N ) = dimk (TorSi (N, k)) = dimk (ExtiS (N, k)) .
They are often studied via the Poincaré series
�
S
PN
(x) =
βiS (N ) xi .
i≥0
3.2 Consequences
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Theorem 3.1.4 allows us to express the Betti numbers and Poincaré series
of an HMF module in terms of the ranks of the modules Bs (p):
Corollary 3.2.6. If S is local and the higher matrix factorization (d, h) is
minimal, then
�
�
�
S
PM
(x) =
(1 + x)p−1 x rank (B1 (p)) + rank (B0 (p)) .
1≤p≤c
It is worthwhile to ask whether there are interesting restrictions on the
ranks of the Bs (p). Here is a first result in this direction:
Corollary 3.2.7. If S is local and the higher matrix factorization (d, h) is
minimal, then
rank B1 (p) ≥ rank B0 (p) +
�
length M (p − 1)Q
max
length R(p − 1)Q
for each p = 1, . . . , c. Thus
�
�
�
� Q is a minimal prime of R(p − 1)
�
rank B1 (p) ≥ rank B0 (p)
for every p. Furthermore, rank B1 (p) = rank B0 (p) if and only if M (p − 1) =
0; in this case, Bs (q) = 0 for all q < p, s = 0, 1.
Proof. The module M (p) is annihilated by fp . Since fp is a non-zerodivisor in
R(p − 1), it follows that the localization M (p)Q is 0 for any
� minimal prime
� Q
of R(p−1). Note that M (p) is obtained from M (p−1)⊕ R(p−1)⊗B0 (p) by
factoring out the image of R(p − 1) ⊗ B1 (p) under the map with components
R(p − 1) ⊗ ψp and R(p − 1) ⊗ bp . After localizing at Q we get the desired
inequality
�
�
�
�
length R(p − 1)Q · rank B1 (p)Q ≥ length R(p − 1)Q · rank B0 (p)Q
+ length M (p − 1)Q
since the length of a free R(p − 1)Q -module is the rank times the length of
R(p − 1)Q .
If M (p − 1) = 0, then by the minimality of the matrix factorization for
M (p − 1) we have As (p − 1) = 0, and thus Bs (q) = 0 for s = 1, 2 and q < p.
In this case the equations in the definition of a matrix factorization imply
that R(p − 1) ⊗ dp , R(p − 1) ⊗ hp is a codimension 1 matrix factorization of
the image of fp in R(p − 1), whence
rank B1 (p) = rank B0 (p) .
Conversely, suppose M (p − 1) �= 0. Suppose M (p − 1)Q =� 0 for every
�
minimal prime Q ⊇ (f1 , . . . , fp−1 ) of S. Then the height of Ann M (p − 1) is
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greater than p − 1. The projective dimension of M (p − 1)Q over SQ is less or
equal to p − 1, so it is strictly less than dim(SQ ). Thus the minimal SQ -free
resolution of M (p − 1)Q is a complex of length < dim(SQ ) and its homology
M (p − 1)Q has finite length. This is a contradiction by the New Intersection
Theorem, cf. [48]. Thus, there exists a minimal prime Q� of R(p−1) for which
M (p − 1)Q� �= 0.
�
Example 3.2.8. Let S = k[x, y, z] and let f1 , f2 be the regular sequence
xz, y 2 . We give an example of a higher matrix factorization with respect to
f1 , f2 such that B1 (2) �= 0, but B0 (2) = 0. If
B1 (1) = S 2
�
⊕
� �
0
y
z −y
0 x
�
⊕
0
B1 (2) = S
B0 (1) = S 2
B0 (2) = 0 ,
and
�
�
xy
h1 =
0z


0 0
h2 = −y 0 ,
x y
then (d, h) is a higher matrix factorization.
In the case of higher matrix factorizations that come from high syzygies
(stable matrix factorizations) Corollary 3.2.7 can be strengthened further:
B0 (p) = 0 implies B1 (p) = 0 as well; see Corollary 6.5.1. This is not the case
in general, as the above example shows.
3.3 Building a Koszul extension
It is possible to give rather explicit formulas for the maps in a Koszul extension, and thus to express the diﬀerentials in the resolution L of Theorem 3.1.4
inductively in terms of d and h applying Proposition 3.3.1; we use this to
study the structure of Tor and Ext ([27] and a project in progress). We will
not use Proposition 3.3.1 in this book, so the section may be skipped without
loss of continuity.
3.3 Building a Koszul extension
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Proposition 3.3.1. Suppose that ψ : W[−1] −→ Y is a map of free left
complexes over S, and ν is a homotopy for multiplication by f ∈ S on Y.
(1)
The map
Ψi = ((−1)i−1 νi−2 ψi−2 , ψi−1 ) : eWi−1 ⊕ Wi −→ Yi−1
defines an f -Koszul extension of ψ. Thus, we have the following diagram
of the complex Cone(Ψ ), where we have denoted ∂ and δ the diﬀerentials
in Y and W, respectively:
∂
∂
Yi+1
∂
Yi
(−1)i ψ
δ
Wi+1
νψ
δ
Wi
(−1)i f
δ
(2)
eWi
Wi−1
δ
(−1)i−1 f
eWi−1
δ
∂
(−1)i−1 ψ
νψ
δ
Yi−1
δ
eWi−2
δ
If −τ is a homotopy for ν 2 ∼ 0 on Y, then
ξ := (τ ψ : eWi−1 −→ Yi+1 , (−1)i : Wi −→ eWi , ν : Yi −→ Yi+1 )
is a homotopy for multiplication by f on the mapping cone Cone(Ψ ). We
have the following diagram of that homotopy:
ν
ν
Yi+1
ν
Yi
(−1)
eWi
Wi−1
Wi
i
ν
τψ
τψ
Wi+1
Yi−1
(−1)
i−1
eWi−1
eWi−2
The restriction of the homotopy ξ on Y is the given homotopy ν.
Proof. (1) and (2) are proven by “chasing” the given diagrams, using the
formulas:
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∂ψ = ψδ (since ψ is a map of complexes)
ν + ∂τ + τ ∂ = 0 (by the definition of τ )
2
ν ψ + ∂τ ψ + τ ψδ = 0 (by the above two formulas) .
2
�
Definition 3.3.2. Under the assumptions and in the notation in the above
lemma, we call Ψ : K(f ) ⊗ W[−1] −→ Y the distinguished extension of ψ
and denote it de(ψ, ν); we call Cone(Ψ ) the distinguished mapping cone.
3.4 Higher Homotopies
In this section we recall the concept of higher homotopies. The version for a
single element is due to Shamash [55]; Eisenbud [24] treats the more general
case of a collection of elements.
Definition 3.4.1. Let f1 , . . . , fc ∈ S, and G be a complex of free S-modules.
We
� denote a = (a1 , . . . , ac ), where each ai ≥ 0 is an integer, and set |a| =
i ai . A system of higher homotopies σ for f1 , . . . , fc on G is a collection of
maps
σa : G −→ G[−2|a| + 1]
of the underlying modules such that the following three conditions are satisfied:
(1) σ0 is the diﬀerential on G.
(2) For each 1 ≤ i ≤ c, the map σ0 σei + σei σ0 is multiplication by fi on
G, where ei is the i-th standard vector.
(3) If a is a multi-index with |a| ≥ 2, then
�
σb σs = 0 .
b+s=a
A system of higher homotopies σ for one element f ∈ S on G consists of
maps
σj : G −→ G[−2j + 1]
for j = 0, 1, . . . , and will be denoted {σj }.
Proposition 3.4.2. [24, 55] If G is a free resolution of an S-module annihilated by elements f1 , . . . , fc ∈ S, then there exists a system of higher
homotopies on G for f1 , . . . , fc .
For the reader’s convenience we present a short proof following the idea in
[55]:
Proof. It is well-known that homotopies σei satisfying (2) in Definition 3.4.1
exist. Equation (3) in 3.4.1 can be written as:
3.4 Higher Homotopies
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dσa = −
�
σb σs .
b+s=a
b�=0
As G is a free resolution, in order to show by induction on a and on the
homological degree that the desired σa exists, it suﬃces to show that the
right-hand side is annihilated by d. Indeed:
�
� �
�
−
(dσb )σs =
σr σm σs −
fi σa−ei
b+s=a
b�=0
b+s=a
b�=0
�
=
m+r+s=a
r�=0
=−
=
�
σr σm σs −
r�=0
r�=a−ei
σr
�
�
σr
r�=0
�
m+s=a−r
σm σs
{i: ei <a}
fi σa−ei
{i: ei <a}
fi σa−ei +
{i: ei <a}
�
m+r=b
r�=0
�
�
�
�
m+s=a−r
+
�
{i: ei <a}
σm σ s
�
σa−ei (σei σ0 + σ0 σei − fi ) = 0 ,
where the first and the last equalities hold by induction hypothesis.
�
Chapter 4
CI operators
Abstract In this chapter we discuss basic properties of CI operators.
4.1 CI operators
In this section, we review material from [23].
Construction 4.1.1. [23] Suppose that f1 , . . . , fc ∈ S and (V, ∂) is a complex of free modules over R = S/(f1 , . . . , fc ). Let ∂� be a lifting of ∂ to S,
that is, a sequence of S-free modules V�i and maps
∂�i+1 : V�i+1 −→ V�i ,
� Since ∂ 2 = 0 we can choose maps
such that ∂ = R ⊗ ∂.
where 1 ≤ j ≤ c, such that
t�j : V�i+1 −→ V�i−1 ,
∂�2 =
c
�
j=1
fj �
tj .
The CI operators (sometimes called Eisenbud operators) associated to the
sequence f1 , . . . , fc are
tj := R ⊗ t�j .
In the case c = 1, we have ∂�2 = f1 �
t1 and we sometimes write �
t1 = f11 ∂�2
and call it the lifted CI operator.
The next result gives some basic properties of the CI operators proven in
[23]. For the reader’s convenience we provide its proof.
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Proposition 4.1.2. [23] Suppose that f1 , . . . , fc ∈ S is a regular sequence,
α : (V, ∂) −→ (W, δ) is a map of complexes of free modules over R =
S/(f1 , . . . , fc ), and ∂� and δ� are liftings to S of ∂ and δ, respectively.
(1)
(2)
(3)
of
(4)
The CI operators on V are maps of complexes V[−2] −→ V.
�
The CI operators on V are uniquely determined by the choice of ∂.
The CI operators on V are, up to homotopy, independent of the choice
�
the lifting ∂.
Up to homotopy, the CI operators commute with α.
Proof. The proofs of these statements all follow the same pattern.
(1): To say that tj is a map of complexes means that it commutes with ∂.
The equality
c
c
�
�
�3 = ∂�
f �
tj ∂� = ∂
fj �
tj ,
j
j=1
implies
j=1
c
�
j=1
�
f j (�
tj ∂� − ∂� �
tj = 0 .
Since f1 , . . . , fc is a regular sequence, this implies �
tj ∂� ≡ ∂� �
tj mod(f1 , . . . , fc ) .
Thus, tj ∂ = ∂tj as required.
�c
(2): If ∂�2 = j=1 fj �
t�j is another expression, then
c
�
j=1
fj (�
t�j − �
tj ) = 0 .
Hence, �
t�j ≡ �
tj mod (f1 , . . . , fc ), which implies t�j = tj .
(4): Denote tVj and tW
j the CI operators on V and W, respectively. To show
that the CI operators commute with α up to homotopy, note that since α is
a map of complexes we may write
for some maps �
hj , whence
c
�
j=1
δ�α
�−α
�∂� =
c
�
j=1
fj �
tjW α
� = δ�2 α
�
= δ�α
�∂� +
�
hj fj
c
�
j=1
δ��
hj fj
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=α
�∂�2 +
=
c
�
�
j=1
Thus,
c
�
j=1
c
�
j=1
�
hj fj ∂� +
c
�
j=1
δ��
hj fj
�
� j .
α
�fj �
tjV + δ��
hj fj + �
hj ∂f
� W
�
� = 0.
fj �
tj α
� − (�
α�
tjV + δ��
hj + �
hj ∂)
V
As before, it follows that tW
j α − αtj = δhj + hj ∂.
(3): Apply part (4) to the case where V = W and α is the identity.
�
Note that we have never made any hypothesis that V is minimal. There
is a family of (often) non-minimal complexes for which the action of the
CI operators is easy to describe; these are the complexes coming from the
Shamash construction, which we now recall. Shamash [55] actually treats only
the version with c = 1; while Eisenbud [24] treats the more general case.
Construction 4.1.3. (see [23, Section 7]) Given elements f1 , . . . , fc in a ring
S, and a free left complex G over S with a system σ of higher homotopies,
we will define a complex Sh(G, σ) over R := S/(f1 , . . . , fc ).
Write S{y1 , . . . , yc } for the divided power algebra over S on variables
y1 , . . . , yc of degree 2; thus,
(i )
S{y1 , . . . , yc } ∼
= Homgraded S-modules (S[t1 , . . . , tc ], S) = ⊕ Sy1 1 · · · yc(ic )
(i )
(i )
(i)
(i−1)
where the “divided monomials” y1 1 · · · yc c form the dual basis to the monomial basis of the polynomial ring S[t1 , . . . , tc ]. The divided power algebra
S{y1 , . . . , yc } is a graded module over S[t1 , . . . , tc ] with action
tj y j = y j
,
(see [25, Appendix 2]). Note that the tj act with degree −2.
We define the complex Sh(G, σ) to be the graded free R-module
S{y1 , . . . , yc } ⊗ G ⊗ R,
with diﬀerential
δ :=
�
ta ⊗ σ a ⊗ R .
In this book, we often consider the case when we take only one element
f ∈ S, and then we denote the divided power algebra by S{y}, where the
y (i) form the dual basis to the basis {ti } of the polynomial ring S[t].
Proposition 4.1.4. [23, 55] Let f1 , . . . , fc be a regular sequence in a ring S,
and let N be a finitely generated module over R := S/(f1 , . . . , fc ). If G is an
4.2 The action of the CI operators on Ext
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S-free resolution of N and σ is a system of higher homotopies for f1 , . . . , fc
on G, then Sh(G, σ) is an R-free resolution of N .
Remark 4.1.5. For example, the minimal free resolution of the residue field
of a complete intersection in Tate’s orginal paper [57] is obtained by applying
the Shamash construction to the Koszul complex G with a set of higher
homotopies for which σa = 0 for |a| > 1. It is called Tate’s resolution.
4.2 The action of the CI operators on Ext
Corollary 4.2.1. [23, Proposition 1.5] The CI operators commute up to homotopy.
Proof. Apply Proposition 4.1.2 part (4) to the map of complexes ti .
�
Construction 4.2.2. Let f1 , . . . , fc ∈ S be a regular sequence, set R =
S/(f1 , . . . , fc ), and let N be a finitely generated R-module. By part (1) of
Proposition 4.1.2 the CI operators corresponding to f1 , . . . , fc on any R-free
resolution of N induce maps
∗
Ext∗+2
R (N, k) −→ ExtR (N, k) .
Parts (2), (3), (4) of Proposition 4.1.2 show that this action is well-defined and
functorial, and Corollary 4.2.1 shows that it makes ExtR (N, k) into a graded
module over the polynomial ring R := k[χ1 , · · · , χc ], where the variable χj
acts by the dual of tj , and thus has degree 2.
Because the χj have degree 2, we may split any graded R-module into
even degree and odd degree parts; in particular, we write
ExtR (N, k) = Exteven
(N, k) ⊕ Extodd
R
R (N, k)
as R-modules.
The following result shows that the action of the CI operators is highly
nontrivial.
Theorem 4.2.3. [8, 23, 30] Let f1 , . . . , fc be a regular sequence in a local ring
S with residue field k, and set R = S/(f1 , . . . , fc ). If N is a finitely generated
R-module with finite projective dimension over S, then the action of the CI
operators makes ExtR (N, k) into a finitely generated k[χ1 , . . . , χc ]-module.
Remark 4.2.4. Construction 4.2.2, Theorem 4.2.3, and our proof below hold
verbatim for ExtR (N, U ) for any finitely generated R-module U .
A version of Theorem 4.2.3 was proved in [30] by Gulliksen, using a different construction of operators on Ext. Other constructions of operators
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were introduced and used by Avramov [4], Avramov-Sun [8], Eisenbud [23],
and Mehta [41]. The relations between these constructions are explained by
Avramov and Sun [8]. We will use only Construction 4.1.1. We provide a new
proof of Theorem 4.2.3:
Proof. Let G be a finite S-free resolution of N . By Proposition 3.4.2, there
exists a system of higher homotopies on G. Proposition 4.1.4 shows that
Sh(G, σ) is an R-free resolution of N .
By Construction 4.3.1 the CI operators can be chosen to act on Sh(G, σ) as
multiplication by the ti , dual to the yi , and thus they commute. Therefore,
HomR (Sh(G, σ), k) is a finitely generated module over R := k[χ1 , . . . , χc ].
As the CI operators commute with the diﬀerential, it follows that both the
kernel and the image of the diﬀerential are submodules, so they are finitely
generated as well. Thus, so is the quotient module ExtR (N, k).
�
Theorem 4.2.3 immediately implies numerical conditions on Betti numbers:
Theorem 4.2.5. [30] Under the assumptions in Theorem 4.2.3, the Betti
numbers of the R-module N are eventually given by two polynomials Peven (z),
Podd (z) ∈ Q[z] of degrees ≤ c − 1, so for i � 0:
R
β2i
(N ) = Peven (i)
R
(N ) = Podd (i) .
β2i+1
Its Poincaré series has the form
R
PN
(x) =
v(x)
(1 − x2 )c
for some polynomial v(x) ∈ Z[x].
Proof. Since Exteven
(N, k) is a finitely generated graded module over the
R
polynomial ring k[χ1 , · · · , χc ], its Hilbert function is eventually given by a
polynomial of degree ≤ c − 1. Similarly, the Hilbert function of Extodd
R (N, k)
is eventually given by a polynomial of degree ≤ c − 1.
The form of the Poincaré series follows from the fact that the generating
series of the polynomial ring R = k[χ1 , · · · , χc ] is
1
(1 − x2 )c
�
because each variable χj has degree 2.
We will obtain further properties of the Betti numbers. Theorem 4.2.7
(stated somewhat diﬀerently), and the ideas of its proof are from [7, Theorem
7.3]. The proof of Lemma 4.2.6 actually does not require any machinery
beyond matrix factorizations and the definition of the CI operators.
4.2 The action of the CI operators on Ext
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Lemma 4.2.6. Let f ∈ R� be a non-zerodivisor in a local ring R� , and
let (F, δ) be a minimal free resolution over R := R� /(f ) of a module N .
If the CI operator t : F2 −→ F0 corresponding to f is surjective, then
β0R (N ) ≤ β1R (N ). Moreover, if equality holds, then F is periodic of period 2
and βjR (N ) = β0R (N ) for all j.
We will use this result again in Corollary 6.5.1 to obtain numerical information about pre-stable matrix factorizations.
Proof. We lift the first two steps of F to R� as
e
e
δ
δ
F�2 −−2→ F�1 −−1→ F�0
so that δ�1 δ�2 = f �
t. Since t is surjective and f is in the maximal ideal, �
t is
surjective. Thus the image of δ�1 contains f F�0 , and it follows that rank (δ�1 ) =
rank (F�0 ). In particular, rank (F1 ) ≥ rank (F0 ).
Suppose rank (F1 ) = rank (F0 ). Since Coker(δ�1 ) is annihilated by f , there
is a map u
�1 : F�0 −→ F�1 such that δ�1 u
�1 = f Id. It follows from Remark 2.1.3
�
that (δ1 , u
�1 ) is a matrix factorization of f . It must be minimal since if the
map u
�1 ⊗R is not minimal then by minimizing the R-free resolution of N from
Remark 2.1.2 we get a resolution F� with rank (F1� ) < rank (F1 ), contradicting
to the minimality of the resolution F. Thus the cokernel of δ1 is minimally
resolved by the periodic resolution coming from this matrix factorization by
Theorem 2.1.1, and the Betti numbers are constant.
�
Theorem 4.2.7. [7, Theorem 7.3] Under the assumptions in Theorem 4.2.5,
for i � 0 the Betti numbers βiR (N ) are non-decreasing as i increases.
Proof. We may extend the residue field of R if necessary, and assume
it is infinite. It then follows from primary decomposition that, for any
finitely generated graded k[χ1 , . . . , χc ]-module E, there is a linear form in
R = k[χ1 , . . . , χc ] that is a non-zerodivisor on all high truncations of E.
We apply this to the module E = ExtR (N, k). Any linear form in R corresponds to the CI operator defined by some linear combination f of the fi .
Choosing g1 , . . . , gc−1 such that (f1 , . . . , fc ) = (g1 , . . . , gc−1 , f ) and setting
R� = S/(g1 , . . . gc−1 ), we may write R = R� /(f ) and apply Lemma 4.2.6 to
all suﬃciently high syzygies.
�
As an immediate corollary of Theorem 4.2.7 we get:
Corollary 4.2.8. [5, Theorem 4.1] The polynomials Peven and Podd have the
same degree and leading coeﬃcient.
Theorems 4.2.5, 4.2.7, and Corollary 4.2.8 contain nearly all that is known
in general about the Betti numbers of modules over complete intersections.
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Example 4.2.9. [23] In the case when the complete intersection R has codimension c = 1, Theorem 4.2.7 simply says that the Betti numbers are eventually constant. But from the theory of matrix factorizations (see section 2)
it follows that any maximal Cohen-Macaulay R-module without free summands has a periodic resolution, and for any R-module N the dim(S)-th
syzygy module of N is a maximal Cohen-Macaulay R-module without free
summands. Thus the “polynomial behavior” of the Betti numbers starts after
at most dim(R) steps in the resolution.
In codimension ≥ 2 however, it can take arbitrarily long for the polynomial
behavior to begin. For example, suppose that R is a 0-dimensional local
complete intersection R of codimension c ≥ 2, and
F : · · · −→ F1 −→ F0 −→ k −→ 0
is a minimal free resolution of the residue field k of R. Since R is self-injective,
the dual of an exact sequence is again exact, and Hom(k, R) = k, so we have
an exact sequence
Hom(F, R) : 0 −→ k −→ F0∗ −→ F1∗ −→ · · · .
We may glue these two sequences, via the identity map k −→ k, to form a
doubly infinite exact free complex, called the Tate resolution of k:
T : · · · −→ F1 −→ F0 −→ F0∗ −→ F1∗ −→ · · · .
Truncating this we get, for every q, a free complex
T≥−q : · · · −→ F1 −→ F0 −→ F0∗ −→ F1∗ −→ · · · −→ Fq∗ ,
and thus T≥−q [−q] is a minimal free resolution. Since R is 0-dimensional,
it is an immediate consequence of Tate’s construction of the minimal free
resolution 4.1.5 of k that the Poincaré series of k is:
PkR (x) =
1
.
(1 − x)c
Hence, the Betti numbers of k are given by binomial coeﬃcients:
�
�
i+c−1
βiR (k) =
.
i
For i ≥ 0 this agrees with the polynomial
P (i) :=
(i + c − 1) · · · (i + 1)
.
(c − 1)!
4.3 Resolutions with a surjective CI operator
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Since c ≥ 2 we have P (−1) = 0, whereas rank (F0∗ ) = 1. This shows that
the Betti numbers of T≥−q [−q] start to agree with a polynomial only after
q steps, that is, starting at F0 .
4.3 Resolutions with a surjective CI operator
In this book we will use higher homotopies and the Shamash construction for
one element f ∈ S. We focus on that case in this section.
� is a free complex
� ∂)
Construction 4.3.1. Suppose that f ∈ S, and that (G,
� σ) be the
over S with a system σ of higher homotopies for f , and let Sh(G,
corresponding Shamash complex over R = S/(f ). We use the notation in
Construction 4.1.3.
� G,
� σ) of Sh(G,
� σ) to S is S{y} ⊗ G
� with the maps
The standard lifting Sh(
�
�
� j
2�
�
�
�
�
�2
�
δ =
t ⊗ σj . In particular, δ G
e = ∂, so of course δ G
e = ∂ = 0. Moreover, the equations of Definition 3.4.1 say that δ�2 acts on the complementary
� by f t; that is, δ�2 sends each y (i) G isomorphically
summand G� = ⊕i>0 y (i) G
to f y (i−1) G. Thus:
δ�2 = f t ⊗ 1 .
� σ) is t ⊗ 1. Note that
The standard CI operator for f on Sh(G,
� σ) −→ Sh(G,
� σ)[2]
t : Sh(G,
� ⊗ S/(f ) to
is surjective, and is split by the map sending y (i) u ∈ S{y} ⊗ G
y (i+1) u. Also, the standard lifted CI operator
� G,
� G,
� σ) −→ Sh(
� σ)
�
t := t ⊗ 1 : Sh(
� j
commutes with the lifting δ� =
t ⊗ σj of the diﬀerential δ.
We will use the following modified version of Proposition 4.1.4:
� be a complex of S-free modules with a system of
Proposition 4.3.2. Let G
� σ),
higher homotopies σ for a non-zerodivisor f in a ring S. If F = Sh(G,
�
then H0 (F) = H0 (G). Moreover, for any i > 0 we have Hj (F) = 0 for
� = 0 for all 1 ≤ j ≤ i. In particular,
all 1 ≤ j ≤ i if and only if Hj (G)
�
� is an
Sh(G, σ) is an S/(f )-free resolution of a module N if and only if G
S-free resolution of N .
� = H0 (F), note that R ⊗ G
� i = Fi
Proof. Set R = S/(f ). To see that H0 (G)
� is annihilated by f .
for i ≤ 1 and H0 (G)
� For proving exactness we use the short exact sequences
Set G = R ⊗ G.
of complexes
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t
0 −→ G −→ F −−→ F[2] −→ 0
f
� −−
� −→ G −→ 0 ,
0 −→ G
→ G
which yield long exact sequences
t
t
· · · −−→ Hj−1 (F) −→ Hj (G) −→ Hj (F) −−→ Hj−2 (F) −→ Hj−1 (G) −→ · · ·
(4.3.3)
f
� −−
� −→ Hj (G) −→ Hj−1 (G)
� −→ · · ·
→ Hj (G)
· · · −→ Hj+1 (G) −→ Hj (G)
(4.3.4)
� the latter sequence breaks
respectively. Since σ1 is a homotopy for f on G,
up into short exact sequences
� −→ 0 .
� −→ Hj (G) −→ Hj−1 (G)
0 −→ Hj (G)
(4.3.5)
First, assume that Hj (F) = 0 for 1 ≤ j ≤ i. From the long exact sequence
(4.3.3) we conclude that Hj (G) = 0 for 2 ≤ j ≤ i, and then (4.3.5) implies
� = 0 for 1 ≤ j ≤ i.
that Hj (G)
� = 0 for 1 ≤ j ≤ i. It is well known that if
Conversely, suppose that Hj (G)
we apply the Shamash construction to a resolution then we get a resolution,
but since the bound i is not usually present we give an argument:
� = 0 for 1 ≤ j ≤ i. By (4.3.5) it follows that Hj (G) = 0
Assume that Hj (G)
for 2 ≤ j ≤ i. Applying (4.3.3), we conclude that Hj (F) ∼
= Hj−2 (F) for
3 ≤ j ≤ s. Hence, it suﬃces to prove that H1 (F) = H2 (F) = 0.
We next prove that H1 (F) = 0. Let g 1 be a cycle in F1 = G1 , and let
� 1 be an element that reduces modulo f to g 1 . We have
g1 ∈ G
� 1 ) = f g0 = ∂σ
� 1 (g0 )
∂(g
� is a cycle in G.
� Since H1 (G)
� = 0,
for some g0 ∈ G0 . Thus g1 −σ1 (g0 ) ∈ Ker(∂)
�
�
we must have g1 − σ1 (g0 ) = ∂(g2 ) for some g2 ∈ G2 . Using the isomorphism
�2 = G
�2 ⊕ G
� 0 we see that
F
� 2 ) = δ(g
� 0 + g2 ).
g1 = σ1 (g0 ) + ∂(g
It follows that g 1 = δ(g 0 + g 2 ) is a boundary in F, as required.
Finally, we show that H2 (F) = 0. Part of (4.3.3) is the exact sequence
t
β
H2 (G) −→ H2 (F) −−→ H0 (F) −−→ H1 (G) −→ H1 (F) = 0.
Since H2 (G) = 0, it suﬃces to show that the map β (marked in the sequence
above) is a monomorphism. But we already showed that H1 (F) = 0, so β is
� = 0, the short exact sequence (4.3.5) implies
an epimorphism. Since H1 (G)
4.3 Resolutions with a surjective CI operator
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� ∼
H1 (G) ∼
= H0 (G)
= H0 (F). Since the source and target of the epimorphism β
are isomorphic finitely generated modules over the ring S, we conclude that
β is an isomorphism, whence H2 (F) = 0.
�
It follows from Theorem 4.2.3 that CI operators on the resolutions of high
syzygies over complete intersections are often surjective, in a sense we will
make precise. To prepare for the study of this situation, we consider what
can be said when a CI operator is surjective.
Proposition 4.3.6. Let f ∈ S be a non-zerodivisor in a ring S, and let
(F, δ) :
δ
δ
· · · −→ Fi −−i→ Fi−1 −→ . . . −→ F1 −−1→ F0
� be a lifting of (F, δ) to
� δ)
be a complex of free R := S/(f )-modules. Let (F,
S. Set
� −→ F[2]
� ,
�
t : = (1/f )δ�2 : F
� = Ker( �
G
t).
Suppose that �
t is surjective. Then:
(1)
[23, Theorem 8.1] The maps δ� : F�i −→ F�i−1 induce maps
� i −→ G
� i−1
∂� : G
and
� :
G
ei+1
∂
e
∂
1
� i+1 −−−−→ G
� i −→ · · · −→ G
� 1 −−−
�0
· · · −→ G
→G
�
is an S-free complex. If S is local and F is minimal, then so is G.
�
�
(2) We may write Fi = ⊕j≥0 Gi−2j in such a way that the lifted CI operator
�
t consists of the projections
F�i =
�
0≤j≤i/2
e
t
� i−2j −−
G
→
�
0≤j≤(i−2)/2
� i−2−2j = F�i−2 .
G
� i−2j −→ G
� i−1 denotes the appropriate component of the map
If σj : G
�
�
�
�
δ : Fi −→ Fi−1 , then σ = {σj } is a system of higher homotopies on G,
� σ).
and F ∼
= Sh(G,
Proof. (2): Since the maps �
t are surjective, it follows inductively that we
may write F�i and �
t in the given form. The component corresponding to
� i−2j −→ G
� i−1 in δ� : F�m −→ F�m−1 is the same for any m with m ≥ i − 2j
G
and m ≡ i mod(2) because δ� commutes with �
t. The condition that σ is a
sequence of higher homotopies is equivalent to the condition that δ�2 = f �
t, as
� σ). �
one sees by direct computation. It is now immediate that F ∼
= Sh(G,
As an immediate consequence of Propositions 4.3.2 and 4.3.6 we get:
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Corollary 4.3.7. Let f ∈ S be a non-zerodivisor in a local ring S, and set
R = S/(f ). Let N be an R-module with a minimal R-free resolution (F, δ)
� be a lifting of (F, δ) to S, and set
� δ)
with a surjective CI operator. Let (F,
� −→ F[2]
� .
�
t := (1/f )δ�2 : F
The minimal S-free resolution of N is
� = Ker(�
� ∂)
(G,
t) .
If we split the epimorphisms t : Fi −→ Fi−2 and correspondingly write
� then the diﬀerential
� and ∂¯ = R ⊗ ∂),
Fi = Gi ⊕ Fi−2 (with Ḡ = R ⊗ G
δ : Fi −→ Fi−1 has the form:
G
δi = i−1
Fi−3
�
Gi
∂i
O
Fi−2
�
ϕi
.
δi
�
Also as an immediate consequence of Propositions 4.3.2 and 4.3.6 we obtain a result of Avramov-Gasharov-Peeva; their proof relies on the spectral
sequence proof of [7, Theorem 4.3].
Corollary 4.3.8. [7, Proposition 6.2] Let f ∈ S be a non-zerodivisor in a
local ring, and set R = S/(f ). Let N be an R-module with a minimal R-free
resolution F. The CI operator χ corresponding to f is a non-zerodivisor on
ExtR (N, k) if and only if the CI operator t : F[−2] −→ F is surjective, if
and only if the minimal R-free resolution of N is obtained by the Shamash
construction applied to the minimal free resolution of N over S.
Proof. Nakayama’s Lemma shows that the CI operator t : F[−2] −→ F
is surjective if and only if the operator χ : ExtR (N, k) −→ ExtR (N, k) is
injective.
�
Chapter 5
Infinite Resolutions of HMF modules
Abstract In this chapter we construct the infinite minimal free resolution of
a higher matrix factorization module.
5.1 The minimal R-free Resolution of a Higher Matrix
Factorization Module
Let (d, h) be a higher matrix factorization with respect to a regular sequence
f1 , . . . , fc in a ring S, and R = S/(f1 , . . . , fc ). We will describe an R-free
resolution of the HMF module M that is minimal when S is local and (d, h)
is minimal.
Construction 5.1.1. Let (d, h) be a higher matrix factorization with respect
to a regular sequence f1 , . . . , fc in a ring S. We will adopt the notation
of 1.4.1. In addition we choose splittings
As (p) = As (p − 1) ⊕ Bs (p)
for s = 0, 1, so
We write
As (p) = ⊕1≤q≤p Bs (q) .
ψp : B1 (p) −→ A0 (p − 1)
bp : B1 (p) −→ B0 (p)
for the maps induced by d. We will frequently use the two-term complexes
A(p) : A1 (p) −→ A0 (p)
bp
B(p) : B1 (p) −−→ B0 (p) .
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The construction is by induction on p:
•
Let p = 1. Set U(1) = B(1), and note that h1 is a homotopy for f1 . Set
T(1) := Sh(U(1), h1 )
•
Its first two terms are the complex R(1) ⊗ B(1) = R(1) ⊗ A(1).
For p ≥ 2, given an R(p − 1)-free resolution T(p − 1) of M (p − 1) with
beginning R(p − 1) ⊗ A(p − 1), let
Ψp : R(p − 1) ⊗ B(p)[−1] −→ T(p − 1)
be the map of complexes induced by ψp : B1 (p) −→ A0 (p − 1). Set
U(p) := Cone (Ψp ) ,
as shown in the diagram:
T(p − 1) : · · · → T3 (p − 1)
T2 (p − 1)
A�1 (p
− 1)
⊕
B1� (p)
d�p−1
ψp�
A�0 (p − 1)
b�p
⊕
B0� (p) ,
where −� denotes R(p − 1) ⊗ −.
We will show that U(p) is an R(p − 1)-free resolution of M (p). Thus we
can choose a system of higher homotopies σ(p) for fp on U(p) beginning
with
σ(p)1 := R(p − 1) ⊗ hp : R(p − 1) ⊗ A0 (p) −→ R(p − 1) ⊗ A1 (p).
Note that σ(p)0 is the diﬀerential dp . Set
T(p) := Sh(U(p), σ(p)).
The underlying graded module of T(p) is U(p) = Cone(Ψp ) tensored with a
divided power algebra on a variable yp of degree 2. Its first diﬀerential is
R(p)⊗dp
R(p) ⊗ A(p) : R(p) ⊗ A1 (p) −−−−−−−→ R(p) ⊗ A0 (p),
which is the presentation of M (p). We see by induction on p that the term
Tj (p) of homological degree j in T(p) is a direct sum of the form
�
Tj (p) =
yq(a1 1 ) · · · yq(ai i ) Bs (q) ⊗ R(p) ,
(5.1.1)
where the sum is over all terms with
5.1 The minimal R-free Resolution of a Higher Matrix Factorization Module
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0 ≤ s ≤ 1,
p ≥ q1 > q2 > · · · > qi ≥ q ≥ 1,
am > 0 for 1 ≤ m ≤ i ,
�
j =s+
2am .
1≤m≤i
(a )
(a )
We say that such an element yq1 1 · · · yqi i v with 0 �= v ∈ Bs (q) is admissible
and has weight q1 if a1 > 0, and we make the convention that the admissible
elements in Bs (q) have weight 0.
The complex T(c) is thus filtered by:
T(0) := 0 ⊆ R ⊗ T(1) ⊆ · · · ⊆ R ⊗ T(p − 1) ⊆ T(c) ,
where R ⊗ T(p) is the subcomplex spanned by elements of weight ≤ p with
v ∈ Bs (q) for q ≤ p.
Theorem 5.1.2. With notation and hypotheses as in 5.1.1:
(1) The complex T(p) is an R(p)-free resolution of M (p) whose first diﬀerential is R(p) ⊗ dp and whose second diﬀerential is
��
�
� h
R(p) ⊗ ⊕q≤p A0 (q) −−→ A1 (p) ,
where the q-th component of h is
hq : A0 (q) −→ A1 (q) �→ A1 (p) .
(2) If S is local then T(p) is the minimal
� free resolution of M
� (p) if and
only if the higher matrix factorization dp , h(p) = (h1 | · · · |hp ) (see 1.4.1
for notation) is minimal.
Proof of Theorem 5.1.2(1). We do induction on p. To start the induction,
note that U(1) is the two-term complex A(1) = B(1). By hypothesis, its
diﬀerential d1 and homotopy h1 form a hypersurface matrix factorization for
f1 , and T(1) has the form:
�
�
h1
d
h1
d
T(1) : R(1) ⊗ · · · −−−
→ A1 (1) −−1→ A0 (1) −−−
→ A1 (1) −−1→ A0 (1) .
Inductively, suppose that p ≥ 2, and that
T(p − 1) : · · · −→ T2 −→ T1 −→ T0
is an R(p−1)-free resolution of M (p−1) whose first two maps are as claimed.
We write − for R(p − 1) ⊗ −. It follows that the first map of U(p) is
d(p) : A1 (p) = T1 ⊕ B 1 (p) −→ A0 (p) = T0 ⊕ B 0 (p).
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Since R(p − 1) ⊗ (dp hp ) = fp IdA0 (p) we may take R(p − 1) ⊗ hp to be the
start of a system of higher homotopies σ(p) for fp on R(p − 1) ⊗ U(p). It
follows from the definition that the first two maps in T(p) = Sh(U(p), σ(p))
are as asserted.
By Proposition 4.3.2, the Shamash construction takes an R(p − 1)-free resolution to an R(p)-free resolution of the same module. Thus for the induction
it suﬃces to show that U(p) is an R(p − 1)-free resolution of M (p). Since the
first map of U(p) is d(p), and since h(p) is a homotopy for fp , we see at once
that
H0 (U(p)) = Coker(d(p)) = Coker(R(p) ⊗ dp ) = M (p).
To prove that U(p) is a resolution, note first that
U(p)≥2 = T(p − 1)≥2 ,
and the image of U (p)2 = T (p − 1)2 is contained in the summand T (p − 1)1 ⊆
U (p)1 , so
Hi (U(p)) = Hi (T(p − 1)) = 0
for i ≥ 2. Thus it suﬃces to prove that H1 (U(p)) = 0.
Let
(y, v) ∈ U (p)1 = T (p − 1)1 ⊕ B(p)1
be a cycle in U(p). Thus, bp (v) = 0 and ψ p (v) = −dp−1 (y). By Lemma 3.1.9,
we conclude that v = 0.
�
For the proof of part (2) of Theorem 5.1.2 we will use the form of the
resolutions T(p) to make a special lifting of the diﬀerentials to S, and thus
to produce especially “nice” CI operators. We pause in the proof of Theorem 5.1.2 to describe this construction and deduce some consequences.
Proposition 5.1.3. With notation and hypotheses as in 5.1.1, there exists a
lifting of the filtration
T(1) ⊆ · · · ⊆ T(c)
to a filtration
�
�
T(1)
⊆ · · · ⊆ T(c)
over S, and a lifting δ� of the diﬀerential δ in T(c) to S with lifted CI operators
�
�
t1 , . . . , �
tc on T(c)
such that for every 1 ≤ p ≤ c:
�
�
�
�
(1) Both δ� and �
tp preserve T(p),
and �
tp �T(p)
commutes with δ��T(p)
on T(p).
e
e
(2) The CI operator tp vanishes on the subcomplex R⊗U(p) and induces an
isomorphism from R⊗T (p)j /U (p)j to R⊗T (p)j−2 that sends an admissible
(a )
(a )
(a −1)
(a )
element yq1 1 · · · yqi i v with q1 = p to yq1 1
· · · yqi i v.
Proof. The proof is by induction on p. If p = 1 the result is obvious. Thus
we may assume by induction that liftings
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�
� − 1),
0 ⊂ T(1)
⊆ · · · ⊆ T(p
�
�
δ(p−1)
and �
t1 , . . . , �
tp−1 on T(p−1)
satisfying the Proposition have been constructed. We use the maps ψp and bp from the definition of the higher matrix
factorization to construct a lifting of U(p) from the given lifting of T(p − 1).
In addition, we choose liftings σ
� of the maps (other than the diﬀerential) in
the system of higher homotopies σ(p) for fp on U(p).
By construction, T(p) = Sh(U(p), σ(p)), so we take the standard lifting
to S from 4.3.1, that is, take
�
�
T(p)
= ⊕i≥0 yp(i) U(p)
� j
with lifting of the diﬀerential δ� =
t ⊗σ
�j , where t is the dual variable to
yp .
By Construction 4.3.1 it follows that, modulo (f1 , . . . , fp−1 ), the map
2
�
�
�j (p) −→
δ vanishes on U(p)
and induces fp times the projection T�j (p)/U
T�j−2 (p).
We choose �
tp to be the standard lifted CI operator, which vanishes on
�
�j (p) −→ T�j−2 (p). Then δ�i−2 �
U(p) and is the projection T�j (p)/U
tp = �
tp δ�i by
construction; see� 4.3.1.
� − 1) given by induction. ThereRecall that δ��T(p−1)
is the lifting δ(p
e
�
fore, from δ� we can choose maps �
t1 , . . . , �
tp−1 on T(p)
that extend the maps
�
�
�
t1 , . . . , �
tp−1 given by induction on T(p − 1) ⊆ U(p).
�
The CI operators on a minimal R-free resolution commute up to homotopy by Corolary 4.2.1. It was conjectured in [23] that they could be chosen
to commute, and even that the resolution could be embedded in the Shamash
resolution (on which the standard CI operators obviously commute). An obstruction to this embedding is given in [7, Theorem 9.1], and [7, Example
9.3] provides a counterexample. However, this leaves open the conjecture for
a high truncation of the minimal free resolution. Avramov and Buchweitz [6]
showed that the embedding is indeed possible for high syzygies in codimension 2. A recent counterexample in [28] shows that it is not possible to choose
commuting CI operators in codimension 3, even for arbitrarily high syzygies.
Thus the following result is sharp:
Theorem 5.1.4. Suppose that S is local. With CI operators on T(p) chosen
as in Proposition 5.1.3, the operator tp commutes on T(p) with each ti for
i < p.
Proof. The theorem follows easily from Proposition 5.1.3 together with the
following general criterion in Lemma 5.1.5.
�
Lemma 5.1.5. Let f1 , . . . , fc be a regular sequence in a local ring S, and let
�
� δ)
R = S/(f1 , . . . , fc ). Suppose that (F, δ) is a complex over R with lifting (F,
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� define CI operators corresponding to f1 , . . . , fc .
to S, and let �
t1 , . . . , �
tc on F
�
If, for some j, tj commutes with δ�2 , then tj commutes with each ti .
�
Proof. Since δ�2 = fi �
ti by definition, we have
�
�
fi �
tj �
ti =
fi �
ti �
tj ,
or equivalently
�
fi (�
tj �
ti − �
ti �
tj ) = 0 .
Since f1 , . . . , fc is a regular sequence it follows that �
tj �
ti − �
ti �
tj is zero modulo
(f1 , . . . , fc ) for each i.
�
We will now complete the proof of Theorem 5.1.2:
Proof of Theorem 5.1.2(2). We suppose that S is local with maximal ideal m.
If the resolution T(p) is minimal then it follows at once from the description
of the first two maps that (d, h) is minimal. We will prove the converse by
induction on p.
If p = 1 then T(1) is the periodic resolution
T(1) :
h
d
h
d
1
1
· · · −−−
→ A1 −−1→ A0 −−−
→ A1 −−1→ A0
and only involves the maps (d1 , h1 ); this is obviously minimal if and only if
d1 and h1 are minimal.
Now suppose that p > 1 and that T(q) is minimal for q < p. Let δi :
Ti (p) −→ Ti−1 (p) be the diﬀerential of T(p). We will prove minimality of δi
by a second induction, on i, starting with i = 1, 2.
Recall that the underlying graded module of T(p) = Sh(U(p), σ) is the
�
(i)
divided power algebra S{yp } = i Syp tensored with the underlying module
of R(p) ⊗ U(p). Thus the beginning of the resolution T(p) has the form
δ
δ
· · · −→ R(p)⊗yp A0 (p)⊕R(p)⊗T2 (p−1) −−2→ R(p)⊗A1 (p) −−1→ R(p)⊗A0 (p).
The map δ1 is induced by dp , which is minimal by hypothesis. Further, δ2 =
(hp , ∂2 ) where the map ∂2 is the diﬀerential of T(p − 1) tensored with R(p).
The map hp is minimal by hypothesis, and ∂ is minimal by induction on p,
so δ2 is minimal as well.
Now suppose that j ≥ 2 and that δi is minimal for i ≤ j. We must show
that δj+1 is minimal, that is, δj+1 (w) ∈ mTj (p) for any w ∈ Tj+1 (p). By
Construction 5.1.1, δj+1 (w) can be written uniquely as a sum of admissible
elements of the form
yq(a1 1 ) · · · yq(ai i ) v.
Admissibility means that 0 �= v ∈ Bs (q) and
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0 ≤ s ≤ 1,
p ≥ q1 > q2 > · · · > qi ≥ q ≥ 1,
am > 0 for 1 ≤ m ≤ i,
�
j =s+
2am .
1≤m≤i
(a )
(a )
If δj+1 (w) ∈
/ mTj (p) then there exists a summand yq1 1 · · · yqi i v in this
expression that is not in mTj (p). Since δj+1 (w) has homological degree j ≥ 2,
(a )
the weight of this summand must be > 0, that is, a factor yq1 1 must be
present.
Choose such a summand with weight q1� as large as possible. We choose
tq1� as in Proposition 5.1.3. The map tq1� sends every admissible element of
weight < q1� to zero. The admissible summands of δj+1 (w) with weight > q1�
can be ignored since they are in mTj−2 (p). By Proposition 5.1.3 it follows
that tq1� δj+1 (w) ∈
/ mTj−2 (p). Since
tq1� δj+1 (w) = δj−1 tq1� (w) ,
this contradicts the induction hypothesis.
�
The filtration of the resolution defined by Theorem 5.1.2 gives a simple
filtration of the Ext module:
Corollary 5.1.6. Let k[χ1 , . . . , χc ] act on ExtR (M, k) as in Construction 4.2.2.
There is an isomorphism
ExtR (M, k) ∼
=
c
�
p=1
k[χp , . . . , χc ] ⊗k HomS (B(p), k)
of vector spaces such that, for i ≥ p, χi preserves the summand
k[χp , . . . , χc ] ⊗ HomS (B(p), k)
and acts on it via the action on the first factor.
Proof of Corollary 5.1.6. Since T(c) is a minimal free resolution of M , the
k[χ1 , . . . , χc ]-module ExtR (M, k) is isomorphic to HomR (T(c), k). Using the
decomposition in (5.1.1) we see that the underlying graded free module of
HomR (T(c), k) is
�
k[χp , . . . , χc ] ⊗k HomS (B(p), k).
p
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From part (2) of Proposition 5.1.3 we see that, for i ≥ p, the action of χi
on the summand k[χp , . . . , χc ] ⊗k HomS (B(p), k) is via the natural action on
the first factor.
�
Corollary 5.1.6 provides a standard decomposition of ExtR (M, k) in the
sense of [26].
5.2 Betti Numbers
We can make the results on Betti numbers in Theorem 4.2.5 and Corollary 4.2.8 more explicit. Throughout this section we assume that S is local
and that (d, h) is a minimal HMF, with notations and hypotheses as in 5.1.1.
Corollary 5.2.1. (1)
R
PM
(x) =
�
1≤p≤c
The Poincaré series of M over R is
1
(1 −
x2 )c−p+1
�
�
x rank (B1 (p)) + rank (B0 (p)) .
(2) The Betti numbers of M over R are given by the following two polynomials in z:
� �c − p + z �
R
β2z
(M ) =
rank (B0 (p))
c−p
1≤p≤c
� �c − p + z �
R
β2z+1 (M ) =
rank (B1 (p)) .
c−p
1≤p≤c
Proof. For (2), recall that the Hilbert function of k[Zp , . . . , Zc ] is:
�
�
c−p+z
gp (z) =
.
c−p+1
�
Recall that the complexity of an R-module N is defined to be
�
�
cxR (N ) = inf q ≥ 0 � there exists a w ∈ R
�
such that βiR (N ) ≤ wiq−1 for i � 0 .
If the complexity of N is µ then, as noted above,
µ−1
dimk Ext2i
+ O(iµ−2 )
R (N, k) = (β/(µ − 1)!)i
for i � 0. Following [6, 7.3] β is called the Betti degree of N and denoted
Bdeg(N ); this is the multiplicity of the module Exteven
(N, L), which is equal
R
to the multiplicity of the module Extodd
(N,
L).
R
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Corollary 5.2.2. If (d, h) and (d� , h� ) are two minimal higher matrix factorizations of the same R-module M (possibly with respect to diﬀerent regular
sequences f1 , . . . , fc and f1� , . . . , fc� ), then for each 1 ≤ p ≤ c:
�
�
�
�
rank B0 (p) = rank B0� (p)
�
�
�
�
rank B1 (p) = rank B1� (p) .
Proof. First, compare the leading coeﬃcients of the polynomials giving the
Betti numbers in Corollary 5.2.1(2). Then compare the next coeﬃcients, and
so on.
�
Corollary 5.2.3. Set
γ = min{ p | B1 (p) �= 0 } .
The complexity of M = M (c) is
cxR M = c − γ + 1 ,
and γ is the minimal number such that A(γ) �= 0. The Betti degree of M is
Bdeg(M ) = rank (B1 (γ)) = rank (B0 (γ)) .
Furthermore,
rank (B1 (p)) > 0
for every γ ≤ p ≤ c .
Proof. This is an immediate consequence of Corollary 3.2.7. The expression
of the Betti degree follows from Corollary 5.2.1(1).
�
5.3 Strong Matrix Factorizations
We consider a stronger version of Definition 1.2.4 in which the map h is part
of a homotopy. In Theorem 5.3.2 we show that an HMF module always has
a strong matrix factorization.
Recall the definition 1.2.5 of a strong matrix factorization. First, we remark
that condition (a� ) in 1.2.5 is stronger than condition (a) in 1.2.4. For example,
in the codimension 2 case, see Example 3.1.6 and (3.1.7), a higher matrix
factorization satisfies
dh2 ≡ f2 Id mod(f1 B0 (1) ⊕ f1 B0 (2))
on B0 (1) ⊕ B0 (2), whereas a strong matrix factorization satisfies
dh2 ≡ f2 Id mod(f1 B0 (2)) .
54
5 Infinite Resolutions of HMF modules
The following result gives a more conceptual description of condition (a� )
and an existence statement.
Theorem 5.3.1. Let (d, h) be a higher matrix factorization for a regular sequence f1 , . . . , fc ∈ S, and let M = Coker(R ⊗ d) be its corresponding HMF
module. For p = 1, . . . , c let L(p) be the S-free resolution of M (p) described
in Construction 3.1.3. With notation as in 3.1.3, we have splittings so that
As (p) =
p
�
Bs (q)
q=1
for all p and s = 0, 1. Let
g:
c
�
q=1
A0 (q) −→ A1
be a map preserving filtrations; thus it has components
p
�
q=1
gp
B0 (q) −−−→
p
�
B1 (q) .
q=1
The pair (d, g) is a strong matrix factorization for f1 , . . . , fc ∈ S if and only
if each gp can be extended to a homotopy for fp on the free resolution L(p).
In particular, there exists a strong matrix factorization (d, g) of M .
Proof. We make use of the notation of Construction 3.1.3.
Condition (a� ) in 1.2.5 is equivalent to the property that gp can be extended
to a homotopy for fp on L(p)0 . Every such homotopy can be extended to a
homotopy on L(p).
Thus it suﬃces to show that if each gp can be extended to a homotopy
σ(p) for fp on the free resolution L(p), then (d, g) satisfies condition (b) in
1.2.4.. Fix p, and denote ∂ the diﬀerential in L(p). Thus,
�
�
�
��
fp IdB1 (p) = πp fp IdA1 (p) = πp σ(fp )∂ + ∂σ(fp ) �A (p) .
1
The second diﬀerential in L(p) is mapping
�
� �
�
L(p)2 = ⊕i<q≤p ei B1 (q) ⊕ ⊕j<i<q≤p ei ej B0 (q)
↓
�
� �
�
L(p)1 = ⊕q≤p B1 (q) ⊕ ⊕i<q≤p ei B0 (q) .
By Remark 3.1.5 the only components of the diﬀerential in L(p) that land in
B1 (p) are
fi : ei B1 (p) −→ B1 (p) for i < p .
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Denote σ(fp )ei B1 (p)←A1 (p) the component of the homotopy σ(fp ) with source
A1 (p) and target ei B1 (p). Therefore,
fp IdB1 (p) = πp σ(fp )∂|A1 (p) + πp ∂σ(fp )|A1 (p)
�
= πp gp dp +
fi σ(fp )ei B1 (p)←A1 (p)
1≤i<p
≡ πp gp dp mod(f1 , . . . , fp−1 )B1 (p) .
�
The next result shows that converting an HMF to a strong HMF does not
destroy minimality.
Theorem 5.3.2. Let (d, h) be a higher matrix factorization for a regular sequence f1 , . . . , fc ∈ S, and M = Coker(R ⊗ d). If the ring S is local and
the higher matrix factorization (d, h) is minimal, then every strong matrix
factorization (d, g), having the same filtrations, is minimal as well.
Proof. We have to prove that the map g is minimal. By Theorem 5.1.2,
(d, h) yields a minimal R-free resolution T of the module M . Again by Theorem 5.1.2, (d, g) yields an R-free resolution T� of M . Both resolutions have
the same ranks of the corresponding free modules in them because the free
modules in the filtrations of (d, h) and (d, g) have the same ranks. Therefore,
the resolution T� is minimal as well. The second diﬀerential in T� is g ⊗ R.
Hence, the map g is minimal.
�
5.4 Resolutions over intermediate rings
Using a slight extension of the definition of a higher matrix factorization we
can describe the minimal free resolutions of the modules M (p) over any of
the rings R(q) with q < p, in particular the the minimal free resolutions of
M over any R(q).
Definition 5.4.1. A generalized matrix factorization over a ring S with respect to a regular sequence f1 , . . . , fc ∈ S is a pair of maps (d, h) satisfying
the definition of a higher matrix factorization except that we drop the assumpb
tion that A(0) = 0, so that we have a map of free modules A1 (0) −−0→ A0 (1).
We do not require the existence of a map h0 .
Construction 5.4.2. Let (d, h) be a generalized matrix factorization with
respect to a regular sequence f1 , . . . , fc in a ring S. Using notation as in
1.4.1, we choose splittings
As (p) = As (p − 1) ⊕ Bs (p)
for s = 0, 1, and write ψp for the component of dp mapping B1 (p) to A0 (p−1).
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Let V be a free resolution of the module Coker(b0 ) over S, and set
Q(0) := V .
•
Let
Ψ1 : B(1)[−1] −→ Q(0)
be the map of complexes induced by ψ1 : B1 (1) −→ A0 (0), and set
Q(1) = Cone(Ψ1 ).
•
For p ≥ 2, suppose that an S-free resolution Q(p − 1) of M (p − 1) with
first term
Q0 (p − 1) = A0 (p − 1)
has been constructed. Let
ψp� : B(p)[−1] −→ L(p − 1)
be the map of complexes induced by ψp : B1 (p) −→ A0 (p − 1), and let
Ψp : K(f1 , . . . , fp−1 ) ⊗ B(p)[−1] −→ Q(p − 1)
be an (f1 , . . . , fp−1 )-Koszul extension. Set Q(p) = Cone(Ψp ).
The proof of Theorem 3.1.4 can be applied in this situation and yields the
following result.
Proposition 5.4.3. Let (d, h) be a generalized matrix factorization over a
ring S, and let V be a free resolution of the module Coker(b0 ) over S. For
each p, the complex Q(p), constructed in 5.4.2, is an S-free resolution of
the module M (p). If the ring S is local then the resulting free resolution is
minimal if and only if (d, h) and V are minimal.
�
Theorem 5.4.4. Let (d, h) be a higher matrix factorization. Fix a number
1 ≤ j ≤ c − 1. Let T(j) be the free resolution of M (j) over the ring
R(j) = S/(f1 , . . . , fj )
given by Theorem 5.1.1. Let (d� , h� ) be the generalized matrix factorization
over the ring R(j) with
�
�
As (0) = R(j) ⊗ ⊕1≤q≤j As (q) and d�0 = R(j) ⊗ dj ,
for p > j, As (p)� = R(j) ⊗ As (p + j)
and
d�p = R(j) ⊗ dp+j ,
for s = 0, 1 and maps induces by (d, h). Then M � (0) = M (j).
(1) Construction 5.4.2, starting from the R(j) free resolution Q(0) := T(j)
of M � (0) = M (j), produces a free resolution Q(c − j) of M over R(j).
5.4 Resolutions over intermediate rings
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(2) If S is local and (d, h) is minimal, then the resolution Q(c − j) is minimal. In that case, the Poincaré series of M over R(j) is
�
� �
�
�
1
R(j)
x rank (B1 (p)) + rank (B0 (p))
PM (x) =
(1 − x2 )p−j−1
1≤p≤j
� �
�
�
�
(1 + x)p−j−1 x rank (B1 (p)) + rank (B0 (p)) .
j+1≤p≤c
Proof. First, we apply Theorem 5.1.1, which gives the resolution T(j) of
M (j) over the ring R(j). Then we apply Proposition 5.4.3.
�
Corollary 5.4.5. Set γ = min{ p | B1 (p) �= 0 } , so cxR (M ) = c − γ + 1 by
Corollary 5.2.3. For every j ≤ γ −1, the projective dimension of M over R(j)
is finite and we have the equality of Poincaré series:
R(j)
S
(x) = (1 + x)j PM (x) .
PM
Chapter 6
Far-out Syzygies
Abstract In this chapter we prove that every high syzygy over a complete
intersection is a higher matrix factorization module.
6.1 Pre-stable Syzygies and Generic CI operators
In this section we introduce the concepts of pre-stable syzygy and stable syzygy
over a local complete intersection. We will see in Theorems 6.1.2 and (in a
more explicit form) in 6.1.8 that any suﬃciently high syzygy in a minimal
free resolution over a local complete intersection ring is a stable syzygy. In
section 6.4 we will show that every such syzygy is an HMF module.
Definition 6.1.1. Suppose that f1 , . . . , fc is a regular sequence in a local
ring S, and set R = S/(f1 , . . . , fc ). We define the concepts of pre-stable and
stable syzygy recursively: We say that an R-module M of finite projective
dimension over S is a pre-stable syzygy with respect to f1 , . . . , fc if either
c = 0 and M = 0, or c ≥ 1 and M is the second syzygy over R of some
R-module L of finite projective dimension over S such that:
(1)
The CI operator tc is surjective on the minimal free resolution of L;
� of L as an R
� := S/(f1 , . . . , fc−1 ) module is a
(2) The second syzygy M
pre-stable syzygy with respect to f1 , . . . , fc−1 .
We say that a pre-stable syzygy is stable if S is a Cohen-Macaulay ring, L is
� in Condition (2) is
a maximal Cohen-Macaulay module, and the module M
a stable syzygy.
The goal of this section is to prove:
Theorem 6.1.2. If f1 , . . . , fc ∈ S is a regular sequence in a regular local
ring S, and R = S/(f1 , . . . , fc ) then every suﬃciently high syzygy over R is a
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stable syzygy with respect to any suﬃciently general choice of generators for
the ideal (f1 , . . . , fc ).
The definition of a stable syzygy is best understood in the context when
R is a Gorenstein ring and M is a maximal Cohen-Macaulay R-module—
this will always be the situation we work in when M is a high syzygy over
a complete intersection ring. With these assumptions, the module L defined
as the dual of the second syzygy of the dual of M is the unique maximal
Cohen-Macaulay module without free summands whose second syzygy is M ,
� are determined by M alone; see Lemma 7.1.3.
so both L and M
Remark 6.1.3. Under the assumptions and in the notation of 6.1.1, note
that neither M nor L can have free summands since their resolutions have a
surjective CI operator.
Remark 6.1.4. Corollary 4.3.7 (which is an immediate corollary of Propositions 4.3.2 and 4.3.6) provides an alternate way of looking at pre-stable
syzygies: Under the assumptions and in the notation of 6.1.1, let (F, δ) be a
� be a lifting of F to a sequence
� δ)
minimal R-free resolution of L, and let (F,
� The minimal free resolution of L as an R�
of maps of free modules over R.
� −→ F[2]
� by 4.3.7. Thus, we may write the second
module is the kernel of �
t:F
� of L over R
� as M
� = Ker(δ�1 ), and this module is independent of
syzygy M
�
the choice of the lifting of δ1 to R.
Stability and pre-stability are preserved under taking syzygies:
Proposition 6.1.5. Suppose that f1 , . . . , fc is a regular sequence in a local
ring S, and set R = S/(f1 , . . . , fc ). If M is a pre-stable syzygy over R, then
SyzR
1 (M ) is pre-stable as well. If M is a stable syzygy over R, then so is
SyzR
1 (M ).
Proof. Let (F, δ) be a minimal R-free resolution of a module L such that
M = SyzR
2 L and the conditions in Definition 6.1.1 are satisfied. Lifting F to
�
�
F over R := S/(f1 , . . . , fc−1 ) and using the hypothesis that S is local, we see
that the lifted CI operator �
tc is surjective on F�. By Propositions 4.3.2 and
�
�
4.3.6, G := Ker(�
tc ) is the minimal free resolution of the module L over R.
R
R
�
�
�
Let M = Syz1 (M ) and let L = Syz1� (L), so that F = F≥1 [−1] is the
minimal free resolution of L� . Clearly tc �F� is surjective. The shifted trun� � �
� � := F
� ≥1 [−1] is a lifting of F� , and G
� � := Ker �
cation F
tc � F
e � is a minimal
�
�
�
�
free resolution of L over R. The complex G≥2 agrees (up to the sign of the
�
diﬀerential) with G[−1]
≥2 :
� :
G
�� :
G
e
δ1
� 4 −→ G
� 3 −→ G
� 2 −→F�1 −−
. . . −→ G
→ F�0
e2
δ
� 4 −→ G
� 3 −→ F�2 −−→F�1 ,
. . . −→ G
(6.1.6)
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�
Ker(δ�2 ) = SyzR
1 (Ker(δ1 )) .
Since Ker(δ�1 ) is a pre-stable syzygy by hypothesis, we can apply the induction
hypothesis to conclude that Ker(δ�2 ) is pre-stable.
The last statement in the proposition follows from the observation that
if L is a maximal Cohen-Macaulay R-module, and R is a Cohen-Macaulay
ring, L� = SyzR
�
1 (L) is again a maximal Cohen-Macaulay module.
The next result shows that in the codimension 1 case, pre-stable syzygies
are the same as codimension 1 matrix factorizations.
Proposition 6.1.7. Let f ∈ S be a non-zerodivisor in a local ring and set
R = S/(f ). The following conditions on an R-module M are equivalent:
(1) M is a pre-stable syzygy with respect to f .
(2) M has projective dimension 1 as an S-module, and has no free summands.
(3) The minimal R-free resolution of M comes from a codimension 1 matrix
factorization of f over S.
If S is a Cohen-Macaulay ring, then all these conditions are equivalent to M
being a stable syzygy with respect to f .
Proof. (1) ⇒ (2): Since M is a pre-stable syzygy, it is the second syzygy of
an R-module L whose second syzygy as a module over S is pre-stable, and
thus 0. It follows that L has projective dimension ≤ 1 as an S-module. As
L has no free summands, we conclude by Theorem 2.1.1 that the minimal
R-free resolution of L is given by a minimal matrix factorization of f . Since
M is a syzygy of L over R, the same is true of M .
(2) ⇒ (3): If M has projective dimension 1 then M is the cokernel of a
square matrix over S, and the homotopy for multiplication by f defines a
matrix factorization.
(3) ⇒ (1): Continuing the periodic free resolution of M as an R module
two steps to the right we get a minimal free resolution F of a module L ∼
=
M on which the CI operator is surjective, and also injective on F≥2 . By
Corollary 4.3.7, it follows that the projective dimension of L over S is 1.
Hence, SyzS2 (L) = 0, completing the proof of pre-stability.
If R is a Cohen-Macaulay ring, then we can take L ∼
= M a maximal CohenMacaulay module by (3).
�
We now return to the situation of Theorem 4.2.3: Let N be an R-module
with finite projective dimension over S. We regard E := ExtR (N, k) as a module over R = k[χ1 , . . . , χc ], where χj have degree 2 and ExtiR (N, k) is in degree i. Since we think of degrees in E as cohomological degrees, we write E[a]
for the shifted module whose degree i component is E i+a = Exti+a
R (N, k).
(Note that this is the shifted module often written as E(−a); since we are
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using notation such as M (p) for a diﬀerent purpose, we will stick with
the square bracket notation.) If M is the r-th syzygy module of N then
ExtR (M, k) = Ext≥r
R (N, k)[−r].
Recall that the Castelnuovo-Mumford regularity reg E is defined as:
�
�
i
(E)j �= 0}} ,
reg E = max i + {max{j | H(χ
1 ,...,χc )
0≤i≤c
i
where H(χ
(E) denotes the local cohomology module. In particular, we
1 ,...,χc )
have reg E[a] = (reg E) − a. Since the generators of R have degree 2, some
care is necessary. Note that if Extodd
R (N, k) �= 0 then E = ExtR (N, k) can
never have regularity ≤ 0, since it is generated in degrees ≥ 0 and the odd
part cannot be generated by the even part. Thus we will often have recourse
to the condition reg ExtR (N, k) = 1. On the other hand, many things work
as usual. If we split E into even and odd parts, E = E even ⊕ E odd we have
reg E = max(reg E even , reg E odd )
as usual. Also, if χc is a non-zerodivisor on E then reg(E/χc E) = reg E.
Theorem 6.1.8. Suppose that f1 , . . . , fc is a regular sequence in a local ring
S with infinite residue field k, and set R = S/(f1 , . . . , fc ). Let N be an Rmodule with finite projective dimension over S, and let L be the minimal
R-free resolution of N . There exists a non-empty Zariski open dense set Z of
strictly upper-triangular matrices (αi,j ) with entries in k, such that for every
r ≥ 2c − 1 + reg(ExtR (N, k))
the syzygy module SyzR
r (N ) is pre-stable with respect to the regular sequence
f1� , . . . , fc� with
�
fi� = fi +
αi,j fj .
j>i
To prepare for the proof of Theorem 6.1.8 we will explain the property
of the regular sequence f1� , . . . , fc� that we will use. Recall that a sequence
of elements χ�c , χ�c−1 , . . . , χ�1 ∈ R is said to be an almost regular sequence
on a graded module E if, for q = c, . . . , 1, the submodule of elements of
E/(χ�q+1 , . . . , χ�c )E annihilated by χ�q is of finite length.
We will use the following lemma with E = ExtR (N, k). As before, we
denote by E[a] the shifted module with E[a]i = E a+i
Lemma 6.1.9. Suppose that E = ⊕ı≥0 E i is a graded module of regularity
≤ 1 over R = k[χ1 , . . . , χc ]. The element χc is almost regular on E if and
only if χc is a non-zerodivisor on E ≥2 [2] (equivalently, χc is a non-zerodivisor
on E ≥2 ).
More generally, if we set E(c) = E and
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E(j − 1) = E(j)≥2 [2]/χj E(j)≥2 [2]
for j ≤ c, then the sequence χc , . . . , χ1 is almost regular on E if and only if
χj is a non-zerodivisor on E(j)≥2 [2] for every j. In that case reg E(i) ≤ 1.
Proof. By definition the element χc is almost regular on E if the submodule
P of E of elements annihilated by χc has finite length. Since reg(E) ≤ 1, all
such elements must be contained in E ≤1 . Hence, χc is a non-zerodivisor on
E ≥2 .
Conversely, if χc is a non-zerodivisor on E ≥2 then P ⊆ E ≤1 so P has finite
length. Therefore, χc is almost regular on E.
Thus χc is almost regular if and only if it is a non-zerodivisor on E ≥2 as
claimed.
If χc is a non-zerodivisor on E ≥2 , then
reg(E ≥2 /χc E ≥2 ) = reg(E ≥2 ) ≤ 3,
whence reg(E(c − 1)) ≤ 1. By induction, χc−1 , . . . , χ1 is an almost regular
sequence on E(c − 1) if and only if χj is a non-zerodivisor on E(j)≥2 [2] for
every j < c, as claimed.
�
The following result is a well-known consequence of the “Prime Avoidance
Lemma” (see for example [25, Lemma 3.3] for Prime Avoidance):
Lemma 6.1.10. If k is an infinite field and E is a graded non-zero module
over the polynomial ring R = k[χ1 , . . . , χc ] of regularity ≤ 1, then there exists
a non-empty Zariski open dense set Y of lower-triangular matrices (νi,j ) with
entries in k, such that the sequence of elements χ�c , . . . , χ�1 with
�
χ�i = χi +
νi,j χj
j<i
is almost regular on E.
For the reader’s convenience we give a short proof.
Proof. The proof is by induction on c. Since reg(E) ≤ 1, the maximal submodule of E of finite length is contained in E ≤1 . Therefore, m = (χ1 , . . . , χc )
is not an associated prime of E � = E ≥2 [2]. Let P1 , . . . , Pu be the associated
primes of E � . None of them can contain the entire set
�
�
�
�
χc +
am χm � am ∈ k
1≤m≤c−1
since that set generates m. As the field k is infinite, by the Prime Avoidance
Lemma (see for example [Ei3, Lemma 3.3] for Prime Avoidance) it follows
that there exists a non-empty Zariski open dense set of vectors (a1 , . . . , ac−1 )
such that
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am χm
1≤m≤c−1
is not in the set of zerodivisors P1 ∪ · · · ∪ Pu . Thus, χ�c is a non-zerodivisor
on E � as desired.
Since reg(E ≥2 ) ≤ 3, we conclude that reg(E � /χ�c E � ) ≤ 1.
�
Remark 6.1.11. Again let f1 , . . . , fc be a regular sequence in a local ring S
with infinite residue field k and maximal ideal m, and set R = S/(f1 , . . . , fc ).
Let N be an R-module with finite projective dimension over S, and let L be
the minimal R-free resolution of N . Suppose we have CI operators defined
� If we make a change of generators of (f1 , . . . , fc ) using an
by a lifting L.
�
invertible matrix α and fi� =
j αi,j fj with αi,j ∈ S, then the lifted CI
�
operators on the lifting L change as follows:
∂�2 =
�
i
fi� �
t�i
=
���
i
j
�
�
� ��
�
�
�
�
αi,j fj ti =
fj
αi,j ti .
j
i
So the
�CI operators corresponding to the sequence f1 , . . . , fc are expressed as
tj = i αi,j t�i . Thus, if we make a change of generators of the ideal (f1 , . . . , fc )
using a matrix α then the CI operators transform by the inverse of the transpose of α.
In view of this remark, Lemmas 6.1.9 and 6.1.10 can be translated as
follows:
Proposition 6.1.12. Let f1 , . . . , fc ∈ S be a regular sequence in a local ring
with infinite residue field k, and set R := S/(f1 , . . . , fc ). Let N be an Rmodule of finite projective dimension over S, and set E := ExtR (N, k).
(1) [4, 23] There exists a non-empty Zariski open dense set Z of uppertriangular matrices α = (αi,j ) with entries in k, such that if α = (αi,j ) is
any matrix over S that reduces to α modulo the maximal ideal of S, and
ν = (α∨ )−1 , then the sequence f1� , . . . , fc� with
�
fi� = fi +
αi,j fj
j>i
corresponds to a sequence of CI operators χ�c , . . . , χ�1 , where χ�i =
that is almost regular on E.
(2) Set E(c) = E and
�
j
νi,j χj ,
E(i − 1) = E(i)≥2 [2]/χ�i E(i)≥2 [2]
for i ≤ c, and suppose that reg(E) ≤ 1. If ν = (α∨ )−1 . If χ�i is defined as
in (1), then χ�i is a non-zerodivisor on E(i)≥2 [2] for every i.
�
We say that f1� , . . . , fc� with
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fi� = fi +
�
αi,j fj
j>i
are generic for N if (αi,j ) ∈ Z in the sense above.
Proof of Theorem 6.1.8. To simplify the notation, we may begin by replacing
N by its (reg(ExtR (N, k))−1)-st syzygy, and assume that reg(ExtR (N, k)) =
1. After a general change of f1 , . . . , fc we may also assume, by Lemma 6.1.9,
that χc , . . . , χ1 is an almost regular sequence on ExtR (N, k). By Proposition 6.1.5 it suﬃces to treat the case r = 2c. Set M = SyzR
2c (N ).
Let (F, δ) be the minimal free resolution of N � := SyzR
2 (N ), so that M =
Ker(δ2c−3 ). Since N has finite projective dimension over S, the module N �
also has finite projective dimension over S.
� be a lifting of F to R
� δ)
� := S/(f1 , . . . , fc−1 ), and let �
Let (F,
tc be
�
�
�
the lifted CI operator. Set (G, δ) = Ker(tc ). By Proposition 6.1.12, χc is
a monomorphism on ExtR (N � , k) = Ext≥2
R (N, k)[2]. Since χc is induced
by tc , Nakayama’s Lemma implies that tc is surjective, so in particular
F≥2c−2 −→ F≥2c−4 is surjective, as required for Condition (1) in 6.1.1 for
c > 1.
Using Nakayama’s Lemma again, we see that the lifted CI operator �
tc is
� is a minimal
also an epimorphism. Propositions 4.3.2 and 4.3.6 show that G
� by the Shamash
� and F is obtained from G
free resolution of N � over R,
construction 4.1.3. Hence
and therefore
ExtRe (N � , k) = ExtR (N � , k)/χc ExtR (N � , k) ,
�
�
�
≥2
ExtRe (N � , k) = Ext≥2
R (N, k) χc ExtR (N, k) [2].
By Proposition 6.1.12, χc is a non-zerodivisor on Ext≥2
R (N, k), and we conclude that ExtRe (N � , k) has regularity ≤ 1 over k[χ1 , . . . , χc−1 ].
We will prove the theorem by induction on c.
Suppose c = 1. Then M = N � is the second syzygy of N . In this case
� = S, and by hypothesis M = N � has finite projective dimension over S.
R
Therefore, ExtS (M, k) is a module of finite length. Since it has regularity ≤ 1
(as a module over k), it follows that it is zero except in degrees ≤ 1, that is,
� is ≤ 1. By Proposition 6.1.7, M is a
the projective dimension of M over R
pre-stable syzygy.
�
Now suppose that c > 1. Note that M = SyzR
2c−2 (N ), and following the
R
�
notation in Definition 6.1.1 set L = Syz2c−4 (N ). Then M = SyzR
2 (L). We
e
R
�
consider the module M := Syz2 (L). Propositions 4.3.2 and 4.3.6 show that
�
� = Ker(δ�2c−3 ) = SyzRe
M
2(c−1) (N ) .
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� is a pre-stable syzygy, verifying Condition (2) in
By induction hypothesis, M
6.1.1. Thus M is a pre-stable syzygy.
�
The following lemma is well-known:
Lemma 6.1.13. Let R be a local Cohen-Macaulay ring. If N is an R-module,
then the depth of Syzi (N ) increases strictly with i until it reaches the maximal
possible value depth(R), and after that it stays constant.
Proof. Let F be the minimal free resolution of N . Compute depth using the
short exact sequences
0 −→ Syzi+1 (N ) −→ Fi −→ Syzi (N ) −→ 0 .
�
Combining Lemma 6.1.13 with the proof of Theorem 6.1.8, we will show
that suﬃciently high syzygies over complete intersections are indeed stable:
Proof of Theorem 6.1.2. We replace the module N in Theorem 6.1.8 by a
maximal Cohen-Macaulay syzygy; Lemma 6.1.13 shows that this can be done.
We will analyze the proof of Theorem 6.1.8, and use its notation. Note that
N has depthR (N ) ≥ depth(R) − 1. By Lemma 6.1.13, all syzygies of N are
maximal Cohen-Macaulay modules. In particular, the module L constructed
in the proof of Theorem 6.1.8 is a syzygy of N , and thus is a maximal CohenMacaulay module. Furthermore, the proof by induction of Theorem 6.1.8
works out since the module N � , constructed there, is a syzygy of N , and so
� − 1 is satisfied.
depthRe (N � ) ≥ depth(R)
�
6.2 The graded case
Our constructions in chapters 3 and 5 produce graded resolutions (see [47])
if we start with a graded higher matrix factorization.
We can use the theory above to obtain graded higher matrix factorizations
in the graded case as long as the given regular sequence f1 , . . . , fc consists of
elements of the same degree, and thus a general linear scalar combination of
them is still homogeneous. In this case, Proposition 6.1.12 and Theorem 6.1.8
hold for E = ExtR (N, k) verbatim, without first localizing at the maximal
ideal. We can analyze the two-variable Poincaré series of a stable syzygy
module:
Corollary 6.2.1. Let k be an infinite field, S = k[x1 , . . . , xn ] be standard
graded with deg(xi ) = 1 for each i, and I be an ideal generated by a regular
sequence of c homogeneous elements of the same degree q. Set R = S/I, and
suppose that N is a finitely generated graded R-module. Let f1 , . . . , fc be a
generic for N regular sequence of forms minimally generating I. If M is a
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suﬃciently high graded syzygy of N over R, then M is the module of a minimal higher matrix factorization (d, h) with respect to f1 , . . . , fc ; it involves
modules Bs (p) for s = 0, 1 and 1 ≤ p ≤ c. Denote
�
�
R
βi,j
(M ) = dim TorR
i (M, k)j
the graded Betti numbers of M over R. The graded Poincaré series
�
R
R
PM
(x, z) =
βi,j
(M )xi z j
i≥0
of M over R is
R
PM
(x, z) =
�
1
(1 −
1≤p≤c
where
x2 z q )c−p+1
mp;s (z) :=
�
j≥0
�
�
�
x mp;1 (z) + mp;0 (z) ,
(6.2.2)
�
�
S
βs,j
Bs (p) z j
�
S
in which βs,j
Bs (p) denotes the number of minimal generators of degree j
of the S-free module Bs (p) (and as usual, 1 ≤ p ≤ c, s = 0, 1).
Proof. Note that (6.2.2) is a refined version of the formula in Corollary 5.2.1(1). The CI operators ti on the minimal R-free resolution T, constructed in 5.1.1, of the HMF module M can be taken homogeneous. Writing
�
ti for a lift to S of the CI operator ti we have
d�2 = f1 �
t1 + · · · + fc �
tc
and deg(ti ) = −q for every i.
�
In [28] we will use the formulas in 6.2.1 to study quadratic complete intersections.
If the forms f1 , . . . , fc do not have the same degree there may be no “sufficiently general choice” of generators for (f1 , . . . , fc ) consisting of homogeneous elements, as the following example shows:
Example 6.2.3. Let
and consider the module
R = k[x, y]/(x2 , y 3 )
N = R/x ⊕ R/y .
Over the local ring S(x,y) /(x2 , y 3 ) the CI operator corresponding to x2 +
y 3 is eventually surjective. However, the minimal R-free resolution of N is
the direct sum of the free resolutions of R/x and R/y. The CI operator
corresponding to x2 vanishes on the minimal free resolution of R/y. The CI
6.3 The Box complex
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operator corresponding to y 3 vanishes on the minimal free resolution of R/x,
and hence the CI operator corresponding to y 3 + ax3 + bx2 y, for any a, b,
does too. Thus, there is no homogeneous linear combination of x2 , y 3 that
corresponds to an eventually surjective CI operator.
6.3 The Box complex
Suppose that f ∈ S is a non-zerodivisor. Given an S-free resolution of an
S/(f )-module L and a homotopy for f , we will construct an S-free resoluS/(f )
tion of the second syzygy Syz2
(L) of L as an S/(f )-module, and also a
homotopy for f on it, using a mapping cone in a special circumstance, which
we call the Box complex.
Box Construction 6.3.1. Suppose that f ∈ S and
θ1
Y:
· · · −→ Y4
∂4
Y3
∂3
Y2
θ0
Y1
∂2
∂1
Y0
is a free complex over S with homotopies {θi : Yi −→ Yi+1 }i=0,1 for f . We
call the mapping cone
Box(Y) :
∂4
· · · −→ Y4
∂3
Y3
⊕
ψ
∂1
Y1
of the map
Y2
(6.3.2)
⊕
Y0
ψ := θ1 : Y≤1 [1] −→ Y≥2
the box complex and denote it Box(Y).
Box Theorem 6.3.3. Under the assumptions and with notation as in 6.3.1,
if f is a non-zerodivisor on S and Y is an S-free resolution of a module L
annihilated by f , then Box(Y) is an S-free resolution of the second S/(f )syzygy of L.
Moreover, with notation as in diagram (6.3.4)
θ3
Y:
· · · −→ Y4
∂4
θ2
Y3
∂3
τ1
θ1
Y2
∂2
τ0
θ0
Y1
∂1
(6.3.4)
Y0
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suppose that {θi : Yi −→ Yi+1 }i≥0 is a homotopy for f on Y and
τ0 : Y0 −→ Y3
τ1 : Y1 −→ Y4
are higher homotopies for f (which exist by Proposition 3.4.2), so that
∂3 τ0 + θ1 θ0 = 0
τ0 ∂1 + θ2 θ1 + ∂4 τ1 = 0 .
Then the maps
�
�
θ 2 τ0
, (θ3 , τ1 ), θ4 , θ5 , . . .
∂2 θ0
(6.3.5)
give a homotopy for f on Box(Y) as shown in diagram (6.3.6):
θ2
· · · −→ Y5
(6.3.6)
θ3
θ4
Y4
∂4
∂5
τ1
∂3
Y3
⊕
Y1
Y2
∂2
τ0
ψ
⊕
Y0 .
∂1
θ0
A similar formula yields a full system of higher homotopies on Box(Y)
from higher homotopies on Y, but we will not need this.
Proof. The following straightforward computation shows that the maps in
(6.3.5) are homotopies for f on Box(Y):
��
� �
� � �
�
θ 2 τ0
∂3 θ2 + θ1 ∂2 ∂3 τ0 + θ1 θ0
f 0
∂3 θ1
=
=
(6.3.7)
∂2 θ0
∂1 ∂2
∂1 θ0
0f
0 ∂1
�
∂1 θ1
0 ∂1
�
�
� �
� � �
∂4 θ3 ∂4 τ1
θ2 ∂3 + ∂4 θ3 θ2 θ1 + τ0 ∂1 + ∂4 τ1
f 0
+
=
=
.
0
0
∂2 ∂3
∂2 θ1 + θ0 ∂1
0f
Next we will prove that Box(Y) is a resolution. Consider the short exact
sequence of complexes
0 −→ Y≥2 −→ Box(Y) −→ Y≤1 −→ 0 .
Since Y≤1 is a two-term complex,
6.3 The Box complex
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Hi (Box(Y)) = Hi (Y≥2 ) = 0
for i ≥ 2 . If (v, w) ∈ Y3 ⊕Y1 is a cycle in Box(Y), then applying the homotopy
maps in (6.3.5) we get:
(f v, f w) = (∂4 θ3 (v) + ∂4 τ1 (w), 0) .
Since f is a non-zerodivisor, it follows that w = 0 and thus v is a cycle
in Y≥2 . Since Y≥2 is acyclic, v is a boundary in Y≥2 . Hence, the complex
Box(Y) is acyclic.
To simplify notation, we write − for S/(f )⊗− and set ψ = θ1 . To complete
the proof we will show that
H0 (Box(Y)) = Ker(∂1 : Y1 −→ Y0 ) .
Since we have a homotopy for f on Y, we see that f annihilates the module
resolved by Y. Therefore, H0 (Y) = H1 (Y). The complex Box(Y) is the
mapping cone Cone(ψ ⊗ S/(f )), where ψ̄ = ψ ⊗ S/(f ), so there is an exact
sequence of complexes
0 −→ Y≥2 −→ Box(Y) −→ Y≤1 −→ 0 .
Since Y is a resolution, H0 (Y≥2 ) is contained in the free S-module Y1 .
Thus f is a non-zerodivisor on H0 (Y≥2 ) and Y≥2 is acyclic. The long exact
sequence for the mapping cone now yields
ψ̄
0 −→ H1 (Cone(ψ)) −→ H1 (Y≤1 ) −−→ H0 (Y≥2 ) .
It suﬃces to prove that the map induced on homology by ψ is 0. Let u ∈ Y1
be such that u ∈ Ker(∂ 1 ), so ∂1 (u) = f y for some y ∈ Y0 . We also have
f y = ∂1 θ0 (y), so u − θ0 (y) ∈ Ker(∂1 ). Since Y is acyclic u = θ0 (y) + ∂2 (z)
for some z ∈ Y2 . Applying ψ we get
ψ(u) = θ1 θ0 (y) + θ1 ∂2 (z)
�
�
= −∂3 τ0 (y) + f z − ∂3 θ2 (z)
�
�
= −∂3 τ0 (y) + θ2 (z) + f z,
so the map induced on homology by ψ is 0 as desired.
�
Theorem 6.3.3 has a partial converse that we will use in the proof of
Theorem 7.2.1.
Proposition 6.3.8. Let f ∈ S be a non-zerodivisor and set R = S/(f ). Let
70
6 Far-out Syzygies
···
∂4
Y4
∂3
Y3
Y2
ψ
⊕
∂1
Y1
⊕
Y0
be an S-free resolution of a module annihilated by f . Set θ1 := ψ, and with
notation as in diagram (6.3.6), suppose that
�
�
θ 2 τ0
, (θ3 , τ1 ), θ4 , θ5 , . . .
∂2 θ0
is a homotopy for f . If the cokernels of ∂2 and of ∂3 are f -torsion free, then
the complex
Y:
∂
∂
∂
∂
4
3
2
1
. . . −→ Y4 −−−
→ Y3 −−−
→ Y2 −−−
→ Y1 −−−
→ Y0
(6.3.9)
is exact and it has homotopies for f as in (6.3.4).
Proof. We first show that Y is a complex. The equation ∂3 ∂4 = 0 follows
from our hypothesis. To show that ∂2 ∂3 = 0 and ∂1 ∂2 = 0, use the homotopy
equations
0θ3 + ∂2 ∂3 = 0 : Y3 −→ Y1
∂1 ∂2 = 0 : Y2 −→ Y0 .
The equalities in (6.3.7) imply that
θ0 : Y0 −→ Y1
ψ = θ1 : Y1 −→ Y2
θ2 : Y2 −→ Y3
θ3 : Y3 −→ Y4
form the beginning of a homotopy for f on Y. Thus the complex Y becomes exact after inverting f . The exactness of Y is equivalent to the statement that the induced maps Coker(∂3 ) −→ Y1 and Coker(∂2 ) −→ Y2 are
monomorphisms. Since this is true after inverting f , and since the cokernels
are f -torsion free by hypothesis, exactness holds before inverting f as well.
Furthermore, (6.3.7) imply that we have the desired homotopies on Y. �
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Higher matrix factorizations arising from pre-stable syzygies have an additional property. We introduce the concept of a pre-stable matrix factorization
to capture it.
Definition 6.4.1. A higher matrix factorization (d, h) is a pre-stable matrix
factorization if, in the notation of 1.4.1, for each p = 1, . . . , c the element fp
is a non-zerodivisor on the cokernel of the composite map
R(p − 1) ⊗ A0 (p − 1) �→ R(p − 1) ⊗ A0 (p)
hp
πp
−−−→ R(p − 1) ⊗ A1 (p) −−−→ R(p − 1) ⊗ B1 (p).
If S is Cohen-Macaulay and if the cokernel of the composite map above is
a maximal Cohen-Macaulay R(p − 1)-module, then we say that the higher
matrix factorization (d, h) is a stable matrix factorization.
We actually do not know of pre-stable matrix factorizations that are not
stable. The advantage of stable matrix factorizations over pre-stable matrix
factorizations is that if g ∈ S is an element such that g, f�1 , . . . , fc is a regular�
sequence and (d, h) is a stable matrix factorization, then S/(g)⊗d, S/(g)⊗h
is again a stable matrix factorization.
Theorem 6.4.2. Suppose that f1 , . . . , fc is a regular sequence in a local ring
S, and set R = S/(f1 , . . . , fc ). If M is a pre-stable syzygy over R with respect
to f1 , . . . , fc , then M is the HMF module of a minimal pre-stable matrix factorization (d, h) such that d and h are liftings to S of the first two diﬀerentials
in the minimal R-free resolution of M . If M is a stable syzygy, then (d, h) is
stable as well.
Combining Theorem 6.4.2 and Theorem 6.1.8 we obtain the following more
precise version of Theorem 1.3.1 in the introduction.
Corollary 6.4.3. Suppose that f1 , . . . , fc is a regular sequence in a local ring
S with infinite residue field k, and set R = S/(f1 , . . . , fc ). Let N be an Rmodule with finite projective dimension over S. There exists a non-empty
Zariski open dense set Z of matrices (αi,j ) with entries in k such that for
every
r ≥ 2c − 1 + reg(ExtR (N, k))
the syzygy SyzR
r (N ) is the module of a minimal
� pre-stable matrix factorization
with respect to the regular sequence { fi� = j αi,j fj }.
�
Proof of Theorem 6.4.2. The proof is by induction on c. If c = 0, then M = 0
so we are done.
Suppose c ≥ 1. We use the notation of Definition 6.1.1. By assumption,
the CI operator tc is surjective on a minimal R-free resolution (F, δ) of a
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� be a lifting of (F, δ) to
� δ)
module L of which M is the second syzygy. Let (F,
�
R = S/(f1 , . . . , fc−1 ). Since S is local, the lifted CI operator �
tc := (1/fc )δ�2 is
� := Ker(�
� ∂)
also surjective, and we set (G,
tc ). By Propositions 4.3.6, F is the
� Let B
�1 (c) and B
�0 (c) be
result of applying the Shamash construction to G.
�
the liftings to R of F1 and F0 respectively. By Propositions 4.3.2 and 4.3.6
the minimal R� -free resolution of L has the form
e
4
� 4 −−∂−
�1 (c − 1) := G
�3
. . . −→ G
→A
e
∂
e
∂
e
b
3
2
�0 (c − 1) := G
� 2 −−−
�1 (c) −−→ B
�0 (c) ,
−−−
→A
→B
(6.4.4)
where �b := ∂�1 , ∂�2 , ∂�3 , ∂�4 are the liftings of the diﬀerential in F.
Since L is annihilated by fc there exist homotopy maps θ�0 , ψ� := θ�1 , θ�2 and
a higher homotopy τ�0 so that on
···
∂�4
θ�2
�3
G
∂�3
�2
G
ψ� = θ�1
∂�2
we have:
�1 (c)
B
τ�0
θ�0
�b = ∂�1
∂�1 θ�0 = fc Id
∂�2 θ�1 + θ�0 ∂�1 = fc Id
∂�3 θ�2 + θ�1 ∂�2 = fc Id
∂�3 τ�0 + θ�1 θ�0 = 0 .
(6.4.5)
�0 (c)
B
(6.4.6)
Theorem 6.3.3 implies that the minimal free resolution of M over R� has the
form:
···
�4
G
∂�4
�3
G
⊕
�1 (c)
B
∂�3
ψ�
�b
�2
G
(6.4.7)
⊕
�0 (c)
B
Using this structure we change the lifting of the diﬀerential δ3 so that
�
�
�3 ψ�
∂
δ�3 =
.
0 �b
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� ≥2 has not changed.
Note that the diﬀerential ∂� on G
� ≥2 ) = SyzR� (L). Since M � is a pre-stable syzygy, the
Set M � = Coker(G
2
induction hypothesis implies that M � is the HMF module of a higher matrix factorization (d� , h� ) with respect to f1 , . . . , fc−1 so that the diﬀerential
� 3 −→ G
� 2 is ∂�3 = d� ⊗ R� and the diﬀerential G
� 4 −→ G
� 3 is ∂�4 = h� ⊗ R� .
G
�
�
Thus, there exist free S-modules A1 (c − 1) and A0 (c − 1) with filtrations so
that
� 3 = A� (c − 1) ⊗ R� and G
� 2 = A� (c − 1) ⊗ R� .
G
1
0
We can now define a higher matrix factorization for M . Let B1 (c) and
�0 (c) = B0 (c)⊗R� and B
�1 (c) = B1 (c)⊗R� .
B0 (c) be free S-modules such that B
For s = 0, 1, we consider free S-modules A1 and A0 with filtrations such that
As (p) = A�s (p) for 1 ≤ p ≤ c − 1 and
As (c) = A�s (c − 1) ⊕ Bs (c) .
We define the map d : A1 −→ A0 to be
0
1
d� ψc A
0 bc
A1 (c) = A1 (c − 1) ⊕ B1 (c) −−−−−−−→ A0 (c − 1) ⊕ B0 (c) = A0 (c)
@
(6.4.8)
� For every 1 ≤ p ≤ c − 1,
where bc and ψc are arbitrary lifts to S of �b and ψ.
�
we set hp = hp . Furthermore, we define
hc : A0 (c) = A0 −→ A1 (c) = A1
to be
0
θ
@ 2
∂2
1
τ0 A
θ0
A0 (c) = A0 (c − 1) ⊕ B0 (c) −−−−−−−−→ A1 (c − 1) ⊕ B1 (c) = A1 (c) (6.4.9)
where θ2 , ∂2 , θ0 , τ0 are arbitrary lifts to S of θ�2 , ∂�2 , θ�0 , τ�0 respectively.
We must verify conditions (a) and (b) of Definition 1.2.4. Since (d� , h� ) is
a higher matrix factorization, we need only check
dhc ≡ fc IdA0 (c) mod(f1 , . . . , fc−1 )A0 (c)
πc hc d ≡ fc πc mod(f1 , . . . , fc−1 )B1 (c) .
Condition (a) holds because
�
d� ψ
0 bc
��
θ 2 τ0
∂2 θ0
�
=
�
d� θ2 + θ1 ∂2 d� τ0 + θ1 θ0
∂1 ∂2
∂1 θ0
�
≡
�
fc 0
0 fc
�
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by (6.4.6). Similarly, Condition (b) is verified by the computation:
�
θ 2 τ0
∂2 θ0
�� � � � �
� �
�
d ψ
θ2 d θ2 θ1 + τ0 ∂1
∗ ∗
=
≡
.
0 bc
∂2 d� ∂2 θ1 + θ0 ∂1
0 fc
Next we show that the higher matrix factorization that we have constructed is pre-stable. Consider the complex (6.4.4), which is a free resolution
of L over R� . It follows that
�
�
e2
�0 (c − 1) −−∂−
�1 (c) ∼
�0 (c)
Coker A
→B
= Im(∂�1 ) ⊂ B
has no fc -torsion, verifying the pre-stability condition.
It remains to show that d and h are liftings to S of the first two diﬀerentials
in the minimal R-free resolution of M .
By (6.4.5) and Theorem 6.3.3 we have the following homotopies on the
minimal R� -free resolution of M :
�4
G
∂�4
θ�2
∂�3
�3
G
⊕
�1 (c)
B
ψ�
∂�2
�b = ∂�1
τ�0
�2
G
⊕
(6.4.10)
�0 (c) .
B
θ�0
The minimal R-free resolution of M is obtained from the resolution above by
applying the Shamash construction. Hence, the first two diﬀerentials are:
�
�
�
�
∂�3 ψ�
∂�4 θ�2 τ0
R⊗
and R ⊗
.
0 �b
0 ∂�2 θ�0
By induction hypothesis ∂�3 = R� ⊗ dc−1 and ∂�4 = R� ⊗ h(c − 1). By the
construction of d and h in (6.4.8), (6.4.9) we see that R ⊗ d and R ⊗ h are
the first two diﬀerentials in the minimal R-free resolution of M .
Finally, we will prove that if M is a stable syzygy, then (d, h) is stable as
well. The map ∂2 is the composite map
hp
πp
A0 (p − 1) �→ A0 (p) −−−→ A1 (p) −−−→ B1 (p)
by construction (6.4.9). By (6.4.4) it follows that if L is a maximal CohenMacaulay R-module, then Coker(∂�2 ) is a maximal Cohen-Macaulay R� -
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module, verifying the stability condition for a higher matrix factorization
over R(p − 1). By induction, it follows that (d, h) is stable.
�
Remark 6.4.11. In order to capture structure of high syzygies without minimality, Definition 6.1.1 can be modified as follows. We extend the definition
of syzygies to non-minimal free resolutions: if (F, δ) is an R-free resolution of
an R-module P , then we define Syzi,F (P ) = Im(δi ). Suppose that f1 , . . . , fc
is a regular sequence in a local ring S, and set R = S/(f1 , . . . , fc ). Let (F, δ)
be an R-free resolution, and let M = Im(δr ) for a fixed r ≥ 2c.
We say that M is a pre-stable syzygy in F with respect to f1 , . . . , fc if
� of (F, δ) to
� δ)
either c = 0 and M = 0, or c ≥ 1 and there exists a lifting (F,
R� = S/(f1 , . . . , fc−1 ) such that the CI operator �
tc := (1/fc )δ�2 is surjective
�
�
�
� ≥2 with
�
and, setting (G, ∂) := Ker(tc ), the module Im(∂r ) is pre-stable in G
respect to f1 , . . . , fc−1 .
With minor modifications, the proof of Theorem 6.4.2 yields the following
result: Let F be an R-free resolution. If M is a pre-stable r-th syzygy in F
with respect to f1 , . . . , fc then M is the HMF module of a pre-stable matrix
factorization (d, h) such that d and h are liftings to S of the consecutive
diﬀerentials δr+1 and δr+2 in F. If F is minimal then the higher matrix
factorization is minimal.
We can use the concept of pre-stable syzygy and Proposition 6.3.8 in order
to build the minimal free resolutions of the modules Coker(R(p − 1) ⊗ bp ):
For each q, let T(q) be the minimal R(q)-free resolution
�
�
dq
· · · −→ T (q)3 −→ R(q) ⊗ ⊕i≤q A0 (i) −→ R(q) ⊗ A1 (q) −−−→ R(q) ⊗ A0 (q)
of M (q) from Construction 5.1.1 and Theorem 5.1.2.
Proposition 6.4.12. Let (d, h) be a minimal pre-stable matrix factorization
for a regular sequence f1 , . . . , fc in a local ring S, and use the notation of
1.4.1. For every 1 ≤ p ≤ c, set
N (p) = Coker(R(p − 1) ⊗ bp ) .
Then
N (p) = Coker(R(p) ⊗ bp ) .
With the resolution T(q) defined as above, the minimal R(p−1)-free resolution
V(p − 1) of N (p) is obtained by adjoining two maps to the right of T(p − 1):
R(p−1)⊗bp
∂
V(p−1) : · · · −→ T (p−1)0 −−→ R(p−1)⊗B1 (p) −−−−−−−−→ R(p−1)⊗B0 (p),
where ∂ is induced by the composite map
hp
πp
A0 (p − 1) �→ A0 (p) −−−→ A1 (p) −−−→ B1 (p) .
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The minimal R(p)-free resolution of N (p) is:
R(p)⊗bp
δ
W(p) : · · · −→ T (p)0 −−→ R(p) ⊗ B1 (p) −−−−−−−→ R(p) ⊗ B0 (p) ,
where
�
� �
�
T (p)0 = R(p) ⊗ A0 (p) = R(p) ⊗ B0 (p) ⊕ R(p) ⊗ T (p − 1)0
and δ is given by the Shamash construction applied to V(p − 1)≤3 .
Proof. By Theorem 5.1.2 (using the notation in that theorem) the complex
T(p) is an R(p)-free resolution of M (p). By Theorem 5.4.4, the minimal
R(p − 1)-free resolution of M (p) is:
T (p − 1)2
T (p − 1)1
⊕
R(p − 1) ⊗ dp−1
T (p − 1)0
R(p − 1) ⊗ ψp
⊕
R(p − 1) ⊗ bp
R(p − 1) ⊗ B1 (p)
R(p − 1) ⊗ B0 (p) .
Since fp is a non-zerodivisor on M (p − 1) by Corollary 3.2.3 and since the
matrix factorization is pre-stable, we can apply Proposition 6.3.8, where the
homotopies θi and τi for fp are chosen to be the appropriate components of
the map R(p − 1) ⊗ hp . We get the minimal R(p − 1)-free resolution
V(p − 1) :
R(p−1)⊗bp
T(p − 1) −→ R(p − 1) ⊗ B1 (p) −−−−−−−−→ R(p − 1) ⊗ B0 (p) ,
where the second diﬀerential is induced by the composite map
hp
πp
A0 (p − 1) �→ A0 (p) −−−→ A1 (p) −−−→ B1 (p) .
Since we have a homotopy for fp on
R(p − 1) ⊗ B1 (p) −→ R(p − 1) ⊗ B0 (p)
it follows that N (p) = Coker(R(p) ⊗ bp ) .
We next apply the Shamash construction to the following diagram with
homotopies:
θ1 := ψp�
θ2
V(p − 1)≤3 :
A1 (p − 1)�
d�p−1
A0 (p − 1)�
∂2
τ0
θ0
B1 (p)�
∂1 = b�p
B0 (p)� ,
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where −� stands for R(p − 1) ⊗ −. By Proposition 4.3.2 we obtain an exact
sequence
R(p) ⊗ A1 (p) −→ R(p) ⊗ A0 (p) −→ R(p) ⊗ B1 (p) −→ R(p) ⊗ B0 (p) .
It is minimal since θ0 is induced by hp . The leftmost diﬀerential
R(p)⊗bp
R(p) ⊗ A1 (p) −−−−−−−→ R(p) ⊗ A0 (p)
coincides with the first diﬀerential in T(p).
�
6.5 Betti numbers of pre-stable Matrix Factorizations
Using Propositions 4.2.6 and 6.4.12, we can strengthen Corollaries 3.2.7 and
5.2.3 for pre-stable matrix factorizations:
Corollary 6.5.1. Let S be local and (d, h) be a minimal pre-stable matrix
factorization, and use the notation of 1.4.1. Let γ be the minimal number
such that A(γ) �= 0, so cxR (M ) = c − γ + 1 by Corollary 5.2.3. Then
rank (B1 (p)) > rank (B0 (p)) > 0
for every γ + 1 ≤ p ≤ c .
Proof. Let γ + 1 ≤ p ≤ c. By Corollary 5.2.3, rank (B1 (p)) �= 0. Apply
Proposition 6.4.12. Since the free resolution V(p − 1) is minimal, it follows
that B0 (p) �= 0. The inequality rank (B1 (p)) > rank (B0 (p)) is established in
Corollary 3.2.7.
�
Remark 6.5.2. Under the assumptions and notation in 6.5.1, combining
Corollaries 5.2.3 and 6.5.1, we get:
rank (B1 (p)) = rank (B0 (p)) = 0
rank (B1 (γ)) = rank (B0 (γ)) > 0
rank (B1 (p)) > rank (B0 (p)) > 0
for every 1 ≤ p ≤ γ − 1
for every γ + 1 ≤ p ≤ c .
It follows at once that the higher matrix factorization in Example 3.2.8 is
not pre-stable.
Corollary 6.5.1 implies stronger restrictions on the Betti numbers in the
finite resolution of modules that are pre-stable syzygies, for example:
Corollary 6.5.3. If M is a pre-stable syzygy of complexity ζ with respect to
the regular sequence f1 , . . . , fc in a local ring S and βiS (M ) denotes the i-th
Betti number of M as an S-module, then:
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β0S (M ) ≥ ζ
β1S (M ) ≥ (c − ζ + 1)β0S (M ) +
� �
ζ
.
2
Proof. Set γ = c−ζ+1. By Theorem 3.1.4, Theorem 5.1.2, and Corollary 6.5.1
we get
c
�
R(γ)
β0S (M ) = β0 (M ) =
rank B0 (p) ≥ ζ
p=γ
and
R(γ)
R(γ)
R(γ)
β1S (M ) = β1 (M ) + (c − ζ)β0 (M ) = β1 (M ) + (c − ζ)β0S (M )
c
c
�
�
R(γ)
rank B1 (p) +
(p − 1 − γ)rank B0 (p)
β1 (M ) =
p=γ
�
≥ c−γ+1−1+
p=γ+1
c
�
p=γ
= ζ − 1 + β0S (M ) +
c
�
�
rank B0 (p) +
(p − 1 − γ)rank B0 (p)
c
�
p=γ+1
p=γ+1
(p − 1 − γ)rank B0 (p) .
Therefore,
β1S (M ) ≥(c − ζ + 1)β0S (M ) + ζ − 1 +
c
�
p=γ+1
≥ (c − ζ + 1)β0S (M ) + ζ − 1 +
� �
ζ
= (c − ζ + 1)β0S (M ) +
.
2
�
(p − 1 − γ)rank B0 (p)
�
ζ −1
2
�
For example, a pre-stable syzygy module of complexity ≥ 2 cannot be
cyclic and cannot have β1S (M ) = β0S (M ) + 1.
Chapter 7
The Gorenstein case
Abstract In this chapter we consider the case when S is a local Gorenstein
ring.
7.1 Syzygies and Maximal Cohen-Macaulay modules
In this section we review some well-known results on maximal CohenMacaulay syzygies.
Lemma 7.1.1. Let R be a local Cohen-Macaulay ring.
(1) If N is an R-module, then for j ≥ depth(R) − depth(N ), the R-module
SyzR
j (N ) is a maximal Cohen-Macaulay module.
(2) If M is the first syzygy module in a minimal free resolution of a maximal
Cohen-Macaulay R-module, then M has no free summands.
Proof. (1) follows immediately from Lemma 6.1.13. We prove (2). Let M =
Syz1 (N ). Factoring out a maximal N -regular and R-regular sequence, we
reduce to the artinian case. Suppose R is artinian. Let F be the minimal free
resolution of N . Since F is minimal, SyzR
1 (N ) is contained in the maximal
ideal times F0 ⊗ R. Hence, it is annihilated by the socle of R, and cannot
contain a free submodule.
�
We now assume that R has a canonical module ωR —this is the case whenever R is a homomorphic image of a Gorenstein local ring S, in which case
ωR = ExtdimS−dimR (R, S). In this case a nonzero R-module M is a maximal
Cohen-Macaulay module if and only if ExtiR (M, ωR ) = 0 for all i > 0. For
the rest of this section we will work over a local Gorenstein ring.
Lemma 7.1.2. Let R be a local Gorenstein ring. If M is a maximal CohenMacaulay R-module, then M ∗ is a maximal Cohen-Macaulay R-module, M
is reflexive, and ExtiR (M, R) = 0 for all i > 0.
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A proof of Lemma 7.1.2 can be found for example in [25, Proposition 21.12]
and [25, Theorem 21.21].
Over a local Gorenstein ring matters are simplified by the fact that a
maximal Cohen-Macaulay module is, in a canonical way, an m-th syzygy
for any m by the next lemma. When M is a maximal Cohen-Macaulay Rmodule without free summands we let SyzR
−j (M ) be the dual of the j-th
syzygy of M ∗ := HomR (M, R). When we speak of syzygies or cosyzygies,
we will implicitly suppose that they are taken with respect to a minimal
resolution.
Lemma 7.1.3. Let R be a local Gorenstein ring.
(1) The functor HomR (−, R) takes exact sequences of maximal CohenMacaulay modules to exact sequences.
(2) If M is a maximal Cohen-Macaulay module without free summands,
then there exists a unique maximal Cohen-Macaulay R-module N :=
R
SyzR
−j (M ) without free summands such that M is isomorphic to Syzj (N ).
(3) If M is a maximal Cohen-Macaulay module without free summands,
then
R
R
R
∼
M∼
= SyzR
j (Syz−j (M )) = Syz−j (Syzj (M ))
for every j ≥ 0.
Proof. (2) and (3) follow from (1) and Lemma 7.1.2. We prove (1). A short
exact sequence 0 −→ M −→ M � −→ M �� −→ 0 yields a long exact sequence
0 −→ HomR (M �� , R) −→ HomR (M � , R) −→ HomR (M, R) −→ HomR (−, R)
−→ Ext1R (M �� , R) −→ · · · ,
and Ext1R (M �� , R) = 0 by Lemma 7.1.2.
�
7.2 Stable Syzygies in the Gorenstein case
In this section S will denote a local Gorenstein ring. We write f1 , . . . , fc for a
regular sequence in S, and thus R = S/(f1 , . . . , fc ) is also a Gorenstein ring.
We will show that stable syzygies all come from stable matrix factorizations.
Theorem 7.2.1. Let f1 , . . . , fc be a regular sequence in a Gorenstein local
ring S, and set R = S/(f1 , . . . , fc ). An R-module M is a stable syzygy if and
only if it is the module of a minimal stable matrix factorization with respect
to f1 , . . . , fc .
Recall that in Proposition 6.4.12 we showed that
Coker(R(p) ⊗ bp ) = Coker(R(p − 1) ⊗ bp )
7.2 Stable Syzygies in the Gorenstein case
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and defined this to be N (p); we also gave free resolutions V(p − 1) and W(p)
of N (p) as an R(p − 1)-module and as an R(p)-module, respectively. We
postpone the proof of Theorem 7.2.1 to emphasize the relationship between
M (p), N (p) and M (p − 1).
Proposition 7.2.2. Let f1 , . . . , fc be a regular sequence in a Gorenstein local
ring S, and set R = S/(f1 , . . . , fc ). Let M be the HMF module of a minimal
stable matrix factorization (d, h) for f1 , . . . , fc . With notation as above,
R(p)
and thus
N (p) = Syz−2 (M (p))
�
R(p−1) �
M (p − 1) = Syz2
N (p) .
��
R(p−1) �
R(p) �
M (p − 1) ∼
Syz−2 M (p) .
= Syz2
Proof. We apply Proposition 6.4.12. As the higher matrix factorization is
stable, we conclude that the depth of the R(p−1)-module Coker(R(p−1)⊗bp )
is at most one less than that of a maximal Cohen-Macaulay R(p − 1)-module.
Therefore, N (p) is a maximal Cohen-Macaulay R(p)-module. It has no free
R(p)
summands because the map bp is part of a HMF. Note that Syz2 (N (p)) =
M (p) by the free resolution W in Proposition 6.4.12.
Furthermore,
R(p−1) �
M (p − 1) = Coker(R(p − 1) ⊗ dp−1 ) = Syz2
�
N (p) ,
where the last equality follows from the free resolution V in Proposition 6.4.12.
�
Proof of Theorem 7.2.1. Theorem 6.4.2 shows that a stable syzygy yields a
stable matrix factorization.
Conversely, let M be the module of a minimal stable matrix factorization
(d, h). Use notation as in 1.4.1. By Propositions 6.4.12 and 7.2.2 and their
notation, W(p) is the minimal R-free resolution of
R(p)
Syz−2 (M (p)) = Coker(R(p) ⊗ bp ) .
We have a surjective CI operator tc on W(p) because on the one hand, we
have it on T(p) and on the other hand W(p)≤3 is given by the Shamash
construction so we have a surjective standard CI operator on W(p)≤3 . Furthermore, the standard lifting of W(p) to R(p − 1) starts with V(p − 1)≤1 ,
so in the notation of Definition 6.1.1 we get Ker(δ�1 ) = M (p − 1), which is
stable by induction.
�
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7.3 Maximal Cohen-Macaulay Approximations
We will next show that the sequence of the intermediate modules M (p) of a
stable matrix factorization is a sequence of Cohen-Macaulay approximations
in the sense of Auslander and Buchweitz [3], and use this idea to give an
alternate proof of Theorem 6.1.8 in the case when S is Gorenstein, showing
that high syzygies are stable syzygies.
Throughout the section S will denote a local Gorenstein local ring with
residue field k. The main object in this section is defined as follows:
Definition 7.3.1. Let N be an S-module. Choose an integer q > depth S −
depth N and set
�
�
AppS (N ) := SyzS−q SyzSq (N ) ,
which we will call the essential CM S-approximation of N . By Lemmas 7.1.1
and 7.1.3, AppS (N ) is a maximal Cohen-Macaulay module without free summands, independent of the choice of q > depth S − depth N .
Remark 7.3.2. The theory of Cohen-Macaulay approximations, introduced
by Auslander and Buchweitz [3], is quite general, but it takes a simple form
for modules over a local Gorenstein ring (see also [20, Section 1.1, p.14–16
]). The Cohen-Macaulay approximation of an S-module N is, by definition,
a surjective map to N from a maximal Cohen-Macaulay module having a
certain universal property. It is the direct sum of a free S-module and a
module without free summands. It is easy to see that the latter is AppS (N ),
cf. [20].
In what follows we deal with modules that are naturally modules over
several diﬀerent rings at once. Clearly, for any i ≥ 1:
�
�
�
�
AppS SyzSi (N ) = SyzSi AppS (N ) .
We extend this to taking syzygies over other rings:
Theorem 7.3.3. Let R = S/I be a factor ring of the local Gorenstein ring
S, and suppose that R has finite projective dimension as an S-module. Let
N be an R-module.
(1)
For any i ≥ 0,
�
�
�
�
S
AppS SyzR
i (N ) = Syzi AppS (N ) .
If N is a maximal Cohen-Macaulay module without free summands, then
the statement is also true for i < 0.
(2) If j > depth S − depth N , then
�
�
S
AppS SyzR
j (N ) = Syzj (N ) .
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Proof. (1): It suﬃces to do the cases of first syzygies and cosyzygies. Let
0 −→ N � −→ F −→ N −→ 0
be a short exact sequence, with F free as an R-module. It suﬃces to show
that SyzSi (N � ) = SyzSi+1 (N ) for some i.
We may obtain an S-free resolution of N as the mapping cone of the
induced map from the S-free resolution of N � to the S-free resolution of F ; if
the projective dimension of R as an S-module (and thus of F as an S-module)
is u, it follows that SyzSu+1 (N � ) = SyzSu (N ).
(2): Apply part(1) and note that
�
�
SyzSj AppS (N ) = SyzSj (N )
for j > depth S − depth N .
�
Corollary 7.3.4. Let R = S/I be a factor ring of the local Gorenstein ring
S, and suppose that R has finite projective dimension as an S-module. If two
R
�
R-modules N and N � have a common R-syzygy SyzR
i (N ) = Syzi (N ) then
AppS (N ) = AppS (N � ) .
In particular,
�
�
AppS AppR (N ) = AppS (N ) .
Proof. By Theorem 7.3.3,
SyzSi (AppS (N )) = AppS (SyzR
i (N ))
�
= AppS (SyzR
i (N ))
= SyzSi (AppS (N � )) .
Since AppS (N ) and AppS (N � ) have a common syzygy over S, we conclude
AppS (N ) = AppS (N � ) .
The last statement follows because AppR (N ) and N have a common Rsyzygy.
�
We can use Theorem 7.4.1 to give another proof that a suﬃciently high
syzygy of any module N over a complete intersection
�
� R = S/(f1 , . . . , fc ) is
stable. The main idea is that each AppR(p) SyzR
(N
)
is a v-th syzygy over
v
R(p), and thus all of these become high syzygies over their own rings when
v is large.
Corollary 7.3.5. Let f1 , . . . , fc be a regular sequence in S, set R(p) = S/(f1 ,
. . . , fc ), and let N be an R = R(c)-module. Denote R(p) = k[χ1 , . . . , χp ] the
ring of CI operators corresponding to f1 , . . . , fp . There exists an integer v0
depending on N such that, for any v ≥ v0 , the R(p)-module SyzR(p)
(N ) is
v
maximal Cohen-Macaulay without free summands and
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�
�
��
regR(p) ExtR(p) AppR(p) (SyzR
=1
v (N )), k
for all 1 ≤ p ≤ c. Thus,
�
�
��
depthR(p) ExtR(p) AppR(p) (SyzR
> 0.
v+2 (N )), k
Proof. By Theorem 7.3.3 we have
�
�
�
�
R(p)
AppR(p) SyzR
AppR(p) (N ) ,
v (N ) = Syzv
�
�
�
�
so ExtR(p) AppR(p) (SyzR
v (N )), k is a truncation of ExtR(p) AppR(p) (N ), k .
Therefore, we can make its regularity smaller by choosing v larger. By our
conventions, 1 is the minimal possible value of the regularity of an ext-module.
Set
�
�
E(p) = ExtR(p) AppR(p) (SyzR
v (N )), k .
The maximal submodule of E(p) of finite length is contained in E(p)≤1 since
reg(E(p)) = 1. We conclude that the maximal ideal (χ1 , ..., χp ) is not an
associated prime of E(p)≥2 , so its depth is positive.
�
Corollary 7.3.6. Suppose that the residue field of the local ring S is infinite.
With notation as in Corollary 7.3.5, suppose that j ≥ v0 + 4. If f1� , . . . , fc� is
a sequence of generators of (f1 , . . . , fc ) that is generic for N , then M :=
�
�
SyzR
j (N ) is a stable syzygy with respect to f1 , . . . , fc .
Proof. For each p = 1, . . . , c we set
M (p) = AppR(p) (M )
R(p)
L(p) = Syz−2 (M (p)) .
Since L(p) is a maximal Cohen-Macaulay R(p)-module, by Part (2) of Theorem 7.3.3,
R(p−1) �
Syz2
Furthermore,
�
�
�
�
�
R(p)
L(p) = AppR(p−1) Syz2 (L(p)) = AppR(p−1) M (p) .
�
�
AppR(p−1) (M (p)) = AppR(p−1) AppR(p) (M )
= AppR(p−1) (M ) = M (p − 1) ,
where the second equality holds by Corollary 7.3.4.
�
R(p−1) �
We showed that M (p−1) = Syz2
L(p) , and by the definition of L(p)
�
�
R(p)
we have M (p) = Syz2
L(p) . Apply Corollaries 7.3.5 and 4.3.8 to conclude
that the CI operator corresponding to fp� is surjective on the minimal R(p)free resolution of L(p). Thus M is a stable syzygy.
�
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In this section we suppose that S is a local Gorenstein ring, and derive some
corollaries of the results in the previous section.
The following result identifies in two diﬀerent ways the modules M (p) as
coming from a single module over R.
Theorem 7.4.1. Let S be a Gorenstein local ring, and suppose that M =
M (c) is the module over R(c) = S/(f1 , . . . , fc ) of a stable minimal matrix
factorization of a regular sequence f1 , . . . , fc . We use notation as in section 1.4.
(1)
For every p = 1, . . . , c we have:
M (p) = AppR(p) (M ) .
(2) Suppose that M = SyzR
j (N ) for some R-module N with j > depth S −
depth N . For every p = 1, . . . , c we have:
R(p)
M (p) = Syzj
(N ) for p ≥ 0 .
In particular, if we set P = SyzR
−c−1 (M ) then
R(p)
M (p) = Syzc+1 (P ) .
Proof. (1): The proof is by induction on p. Let N (p) be the modules defined
in Proposition 6.4.12. By Corollary 7.2.2,
R(p) �
�
N (p)
�
R(p−1) �
M (p − 1) = Syz2
N (p) .
M (p) = Syz2
�
�
Part (2) of Theorem 7.3.3 shows that M (p − 1) = AppR(p−1) M (p) . Using
Corollary 7.3.4 and a descending induction on p, it follows that M (p − 1) =
AppR(p−1) (M ) as required.
(2): The R-module M is maximal Cohen-Macaulay without free summands
by Corollaries 3.2.2 and 3.2.5. Hence,
�
�
R(p)
M (p) = AppR(p) (M ) = AppR(p) SyzR
(N )
j (N ) = Syzj
by Theorem 7.3.3(2).
�
Since syzygies of stable HMF modules are again stable HMF modules
by Proposition 6.1.5, it makes sense to ask about the intermediate modules
associated to them:
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Proposition 7.4.2. Under the assumptions and in the notation of Theorem 7.4.1, for every p = 1, . . . , c we have:
�
�
�
R(p) �
SyzR
M (p) .
1 (M ) (p) = Syz1
Proof. Applying Theorem 7.4.1 and part (1) of Theorem 7.3.3 we get
�
�
R
SyzR
1 (M ) (p) = AppR(p) (Syz1 (M ))
�
�
R(p)
R(p)
= Syz1
AppR(p) (M ) = Syz1 (M (p)) .
�
Corollary 7.4.3. Under the assumptions and notation of Theorem 7.4.1, let
M be the module of a stable matrix factorization (d, h). If we denote the
codimension 1 part of (d, h) by (d1 , h1 ), then the codimension 1 part of the
higher matrix factorization of SyzR
1 (M ) is (h1 , d1 ).
Proof. If (d1 , h1 ) is non-trivial, then the minimal R(1)-free resolution of
M (1) = R(1) ⊗ d1 is periodic of the form:
d
h
d
h
d
1
1
→ F3 −−1→ F2 −−−
→ F1 −−1→ F0 .
· · · −−1→ F4 −−−
�
Corollary 7.4.4. Let f1 , . . . , fc be a regular sequence in a Gorenstein local
ring S, and set R = S/(f1 , . . . , fc ). Suppose that N is an R-module of finite
projective dimension over S. Assume that f1 , . . . , fc are generic with respect
to N . Choose a j > depth S − depth N large enough so that M := SyzR
j (N )
is a stable syzygy. By Theorem 7.2.1, M is the module of a minimal stable
matrix factorization with respect to f1 , . . . , fc . By Theorem 7.4.1(2), for every
p = 1, . . . , c we have:
R(p)
M (p) = Syzj
Denote
(N ) for p ≥ 0 .
γ := c − cxR (N ) + 1 ,
where cxR (N ) is the complexity of N (see Corollary 5.2.3).
(1) The projective dimension of N over R(p) = S/(f1 , . . . , fp ) is finite for
p < γ.
(2) The hypersurface matrix factorization for the periodic part of the minimal free resolution of N over S/(f1 , . . . , fγ ) is isomorphic to the top nonzero part of the higher matrix factorization of M .
A version of (1) is proved in [4, Theorem 3.9], [7, 5.8 and 5.9].
Proof. By 6.5.2, M (p) = 0 for p < γ. Apply Theorem 7.4.1(2). For p < γ we
establish (1). The case p = γ establishes (2).
�
Remark 7.4.5. In particular, Corollary 7.4.4 shows that the codimension 1
matrix factorization that is obtained from a high S/(f1 )-syzygy of N agrees
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with the codimension 1 part of the higher matrix factorization for M , and
both codimension 1 matrix factorizations are trivial if the complexity of N
is < c (where M = SyzR
j (N ) is a stable syzygy of N with j > depth S −
depth N ).
Chapter 8
Functoriality
Abstract In this chapter, we introduce HMF morphisms, and show that any
homomorphism of matrix factorization modules induces an HMF morphism.
8.1 HMF Morphisms
We introduce the concept of an HMF morphism (a morphism of higher matrix
factorizations) so that it preserves the structures described in Definition 1.2.4:
Definition 8.1.1. A morphism of matrix factorizations or HMF morphism
α : (d, h) −→ (d� , h� ) is a triple of homomorphisms of free modules
α0 : A0 −→ A�0
α1 : A1 −→ A�1
α2 : ⊕p≤c A0 (p) −→ ⊕p≤c A�0 (p)
such that, for each p:
(a) αs (As (p)) ⊆ A�s (p) for s = 0, 1. We write αs (p) for the restriction of αs
to As (p).
(b) α2 (⊕q≤p A0 (q)) ⊆ ⊕q≤p A�0 (q), and the component A0 (p) −→ A�0 (p) of
α2 is α0 (p). We write α2 (p) for the restriction of α2 to ⊕q≤p A0 (q).
(c) The diagram
⊕q≤p A0 (q)
h
α2 (p)
⊕q≤p A�0 (q)
A1 (p)
dp
α1 (p)
h�
A�1 (p)
A0 (p)
α0 (p)
d�p
A�0 (p)
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commutes modulo (f1 , . . . , fp−1 ).
Theorem 8.1.2. Suppose that f1 , . . . , fc is a regular sequence in a Gorenstein local ring S, and set R = S/(f1 , . . . , fc ). Let M and M � be stable syzygies over R, and suppose ζ : M −→ M � is a morphisms of R-modules. With
notation as in 1.4.1, let M and M � be HMF modules of stable matrix factorizations (d, h) and (d� , h� ), respectively. There exists an HMF morphism
α : (d, h) −→ (d� , h� )
such that the map induced on
M = Coker(R ⊗ d) −→ Coker(R ⊗ d� ) = M �
is ζ.
We first establish a strong functoriality statement for the Shamash construction. Suppose that G and G� are S-free resolutions of S-modules M and
M � annihilated by a non-zerodivisor f , and ζ : M −→ M � is any homomorphism. If we choose systems of higher homotopies σ and σ � for f on G and
G� respectively, then the Shamash construction yields resolutions Sh(G, σ)
and Sh(G� , σ � ) of M and M over R = S/(f ), and thus there is a morphism
of complexes
φ� : Sh(G, σ) −→ Sh(G� , σ � )
covering ζ. To prove the Theorem we need more: a morphism defined over
�
S that commutes with the maps in the “standard liftings” Sh(G,
σ) and
�
�
�
Sh(G , σ ) (see Construction 4.3.1) and respects the natural filtrations of
these modules. The following statement provides the required morphism.
Lemma 8.1.3. Let S be a commutative ring, and let ϕ0 : (G, d) −→ (G� , d� )
be a map of S-free resolutions of modules annihilated by an element f . Given
systems of higher homotopies σj and σj� on G and G� , respectively, there
exists a system of maps ϕj of degree 2j from the underlying free module of
G to that of G� such that, for every index m,
�
(σi� ϕj − ϕj σi ) = 0.
i+j=m
We say that {ϕj } is a system of homotopy comparison maps if they satisfy
the conditions in the lemma above.
Recall that a map of free complexes λ : U −→ W[−a] is a homotopy for
a map ρ : U −→ W[−a + 1] if
δλ − (−1)a λ∂ = ρ ,
where ∂ and δ are the diﬀerentials in U and W respectively. Since in
Lemma 8.1.3 σ0 and σ0� are the diﬀerentials d and d� , the equation above
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in Lemma 8.1.3 says that, for each m, the map ϕm is a homotopy for the
sum
�
−
(σi� ϕj − ϕj σi ).
i+j=m
i>0,j>0
Proof. The desired condition on ϕ0 is equivalent to the given hypothesis
that ϕ0 is a map of complexes. We proceed by induction on m > 0 and on
homological degree to prove the existence of ϕm . The desired condition can
be written as:
�
�
d � ϕm = −
σi� ϕj +
ϕj σ i .
i+j=m
i+j=m
i�=0
Since G is a free resolution, it suﬃces to show that the right-hand side is
annihilated by d� . Indeed,
�
�
−
(d� σi� )ϕj +
(d� ϕj )σi
i+j=m
i+j=m
i�=0
=
�
i+j=m
i�=0
+
�
v+w=i
v�=0
�
�
σv� σw
ϕj − f ϕm−1 −
�
�
i+j=m
�
σq� ϕu σi
q+u=j
q�=0
ϕu σ q σ i
i+j=m u+q=j
=
�
v+w+j=m
v�=0
�
σv� σw
ϕj − f ϕm−1 −
�
�
σq� ϕu σi +
ϕu σ q σ i ,
i+u+q=m
i+q+u=m
q�=0
where the first equality holds by (3) in 3.4.1 and by the induction hypothesis.
Reindexing the first summand by v = q, w = i and j = u we get:
�
�
�
σq� ϕu σi +
ϕu σ q σ i
σq� σi� ϕu − f ϕm−1 −
q+i+u=m
q�=0
= −f ϕm−1 +
�
q�=0
σu�
�
i+q+u=m
q�=0
�
i+u=m−q
= −f ϕm−1 + 0 + 0 + ϕm−1 f
σi� ϕu − ϕu σi
i+u+q=m
�
+
�
u
ϕu
�
�
q+i=m−u
σq σi
�
= 0,
where the last equality holds by (3) in 3.4.1 and by induction hypothesis. �
The next result reinterprets the conditions of Lemma 8.1.3 as defining a
map between liftings of Shamash resolutions.
8.1 HMF Morphisms
91
Proposition 8.1.4. Let S be a commutative ring, and let G and G� be S-free
resolutions with systems of higher homotopies σ = {σj } and σ � = {σj� } for
f ∈ S, respectively. Suppose that {ϕj } is a system of homotopy comparison
maps for σ and σ � . We use the standard lifting of the Shamash resolution
defined in 4.3.1, and the notation established there. Denote by ϕ
� the map
with components
ϕi : y (v) Gj −→ y (v−i) G�j+2i
�
from the underlying graded free S-module of the standard lifting Sh(G,
σ)
of the Shamash resolution Sh(G, σ), to the underlying graded free S-module
� � , σ � ) of the Shamash resolution Sh(G� , σ � ). The
of the standard lifting Sh(G
�
�
maps ϕ
� satisfy δ ϕ
� = ϕ
�δ� , where δ� and δ�� are the standard liftings of the
diﬀerentials defined in 4.3.1.
Proof. Fix a and v. We must show that the diagram
δ�
y (a) Gv
ϕ
�
⊕0≤j≤a y (a−j) G�v+2j
δ��
⊕0≤i≤a y (a−i) Gv+2i−1
⊕
0≤j≤a
0≤i≤a−j
ϕ
�
y (a−i−j) G�v+2i+2j−1 .
commutes. Fix 0 ≤ q ≤ a. The map δ�� ϕ
�−ϕ
�δ� from y (a) Gv to y (q) G�v+2a−2q−1
is equal to
�
(σi� ϕj − ϕj σi ) ,
i+j=a−q
which vanishes by Lemma 8.1.3.
�
Remark 8.1.5. A simple modification of the proof of Lemma 8.1.3 shows
that systems of homotopy comparison maps also exist in the context of systems of higher homotopies for a regular sequence f1 , . . . , fc , not just in the
case c = 1 as above, and one can interpret this in terms of Shamash resolutions as in Proposition 8.1.4 as well, but we do not need these refinements.
Proof of Theorem 8.1.2. The result is immediate for c = 1, so we proceed by
� = S/(f1 , . . . , fc−1 ). To simplify the notation, we
induction on c > 1. Let R
�
� for R ⊗S −, and − for R ⊗ −. We will use the notation in 1.4.1.
will write −
Since (d, h) is stable we can extend the map d to a complex
A1 (c) −→ A0 (c) −→ B 1 (c) −→ B 0 (c) ,
that is the beginning of an R-free resolution F of SyzR
−2 (M ), and there
is a similar complex that is the beginning of the R-free resolution F�
�
of SyzR
−2 (M ). By stability these cosyzygy modules are maximal CohenMacaulay modules, so dualizing these complexes we may use
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ζ(c) := ζ : M −→ M �
to induce maps
R
�
η : SyzR
−2 (M ) −→ Syz−2 (M )
� we have
Moving to R,
and
λ : F −→ F� .
e
� − 1) = SyzR (SyzR (M ))
M (c − 1) = Coker d(c
2
−2
e
R
�
M � (c − 1) = Coker d�� (c − 1) = SyzR
2 (Syz−2 (M )) .
We will use the notation and the construction in the proof of Theo�
rem 6.4.2, where we produced an R-free
resolution V of SyzR
−2 (M ), and various homotopies on it. Of course we have a similar resolution V� of SyzR
−2 (M ).
See the diagram:
V : ···
⊕
α
�2 (c − 1)
V� : · · ·
�
q≤c−1 A0 (q)
⊕ ��
q≤c−1 A0 (q)
�
h
�1 (c − 1)
A
α
�1 (c − 1)
ϕ
�1
�
h�
ϕ
�2
�� (c − 1)
A
1
θ�2
d�c−1
�0 (c − 1)
A
α
�0 (c − 1)
ϕ
�1
d��c−1
�� (c − 1)
A
0
θ�2�
ψ�
∂�2
ϕ
�1
∂�2�
ψ��
τ�0
�1 (c)
B
(8.1.6)
θ�0
�b
ξ�1
� � (c)
B
1
τ�0�
θ�0�
�b�
�0 (c)
B
ξ�0
� � (c) .
B
0
The map η induces ξ� : V −→ V� , which in turn induces a map
ζ(c − 1) : M (c − 1) −→ M � (c − 1) .
See diagram (8.1.6).
By induction, the map ζ(c − 1) is induced by an HMF morphism with
components
αs (c − 1) : As (c − 1) −→ A�s (c − 1)
for s = 0, 1 and
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⊕
⊕
�0 (q) −→
�0 (q)� .
A
A
q ≤c−1
q ≤c−1
α2 (c − 1) :
By the conditions in 8.1.1, it follows that the first two squares on the
left are commutative; clearly, the last square on the right is commutative as
� the remaining
well. Since α
�0 (c − 1) induces the same map on M (c − 1) as ξ,
square commutes. Therefore we can apply Lemma 8.1.3 and conclude that
there exists a system of homotopy comparison maps, the first few of which
are shown as ϕ
�1 and ϕ
�2 in diagram (8.1.6).
With notation as in (6.4.8) and (6.4.9) we may write the first two steps
�
of the minimal R-free
resolution U of M in the form given by the top three
rows of diagram (8.1.7), where we have used a splitting
A0 (c) = A0 (c − 1) ⊕ B0 (c)
to split the left-hand term ⊕q≤c A0 (q) into three parts, ⊕q≤c−1 A0 (q), A0 (c −
1), and B0 (c); and similarly for M � and the bottom three rows. Straightforward computations using the definition of the system of homotopy comparison maps shows that diagram (8.1.7) commutes:
α
�2 (c − 1)
⊕
(8.1.7)
�
q≤c−1 A0 (q)
�0 (c − 1)
A
ϕ
�1
α
�0 (c − 1)
ϕ
�2
�0 (c)
B
θ�2
τ�0
ξ�0
� � (c)
B
0
�1 (c)
B
θ�0
⊕ ��
q≤c−1 A0 (q)
�� (c − 1)
A
1
∂�2�
�
h�
ψ�
θ�0�
� � (c)
B
1
�b
α1 (c − 1)
ϕ
�1
θ�2�
τ�0
d�c−1
�1 (c − 1)
A
∂�2
ϕ
�1
�� (c − 1)
A
0
�
h
ξ�1
d��c−1
ψ��
�b�
�0 (c − 1)
A
α
�0 (c − 1)
�0 (c)
B
ϕ
�1
�� (c − 1)
A
0
� � (c) .
B
0
ξ�0
Next, we will construct the maps αi . We construct α0 by extending the
map α0 (c−1) already defined over S by taking α0 |B0 (c) to have as components
arbitrary liftings to S of ξ�0 and ϕ
�1 . Similarly we take α1 to be the extension
of α1 (c − 1) that has arbitrary liftings of ξ�1 and ϕ
�1 as components. Finally,
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we take α2 to agree with α2 (c − 1) on ⊕q≤c−1 A0 (q) and on the summand
A0 (c) = A0 (c − 1) ⊕ B0 (c), to be the map given by
α0 (c − 1) : A0 (c − 1) −→ A�0 (c − 1)
and arbitrary liftings
ϕ1 : A0 (c − 1) −→ ⊕q≤c−1 A�0 (q)
ϕ1 : B0 (c) −→ A�0 (c − 1)
ξ0 : B0 (c) −→ B0� (c)
ϕ2 : B0 (c) −→ ⊕q≤c−1 A�0 (q)
to S of ϕ
�1 , ϕ
�2 and ξ�0 .
It remains to show that α0 = R ⊗S α0 induces ζ : M −→ M � .
By Corollary 7.2.2 the minimal R-free resolutions F and F� of SyzR
−2 (M )
R
�
and Syz−2 (M ) have the form given in the following diagram:
F:
···
B 0 (c) ⊕ A0 (c − 1)
α0
F� :
···
�
(θ0 , ∂ 2 )
B 1 (c)
�
B 0 (c)
λ1 = ξ 1
λ2
B 0 (c) ⊕ A0 (c − 1)
b
�
�
(θ0 , ∂ 2 )
�
B 1 (c)
b
λ0 = ξ 0
�
�
B 0 (c) ,
By definition the map of complexes λ : F −→ F� induces ζ : M −→ M � .
Using Lemma 8.1.3, we see that the left-hand square of the diagram also
commutes if we replace λ2 with α0 , and thus these two maps induce the
same map M −→ M � , concluding the proof.
�
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Section 1.1 - Square Numbers and Area Models













Algebra II HOMEWORK: Worksheet 4.3
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Prime Time: Unit Test













HELP SHEET 3.3 PRIME FACTORIZATION 24 3 4 2 2 X 2 X
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Factors are the numbers you multiply together to get another number













Module 9.2 worksheet even













2. Find the prime factorization of the composite number: 252 (If the
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