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1
1.1
Basic Concepts
Probability
Events and sample space are fundamental concepts in probability. A sample space S is
the set of all possible outcomes of an experiment whose outcome cannot be determined
in advance while an event E is a subset of S . The probability of the event E , P (E ), is a
number satisfying the following axioms
0 P (E ) 1
P (S ) = 1
[
P ( Ei ) =
X
P (Ei )
where the various Ei 's are mutually exclusive events.
One can associate with each occurrence in S a numerical value. A random variable X
is a function assigning a real number to each member of S . Random variables can adopt
discrete values or continuous values.
1.2
Discrete random variables
If X is a random variable (i.e. a function dened over the elements of a sample space) with
a nite number of possible values xi 2 RX with i = 1; 2; ::: , where RX is the range of values
of the random variable, then it is a discrete random variable.
1
The probability of X having a specic value xi , p(xi ) = P (X = xi ) is a number such that
p(xi ) 0
for every i = 1; 2; :::, and
1
X
i=1
p(xi ) = 1
The collection of pairs (xi ; p(xi )), i = 1; 2; ::: is called the probability distribution of X .
p(xi ) is the probability mass function of X .
Two examples of discrete random variables are:
1.3
Number of jobs arriving at a job shop each week.
Tossing a loaded die.
Continuous random variables
If RX is an interval rather than a discrete set then X is a continuous random variable.
The probability that X 2 [a; b] is
P (a X b) =
Zb
a
f (x)dx
where f (x) is the probability density function of X satisfying (for all x 2 RX )
f (x) 0
Z
RX
f (x)dx = 1
and, if x 62 RX
f (x) = 0
Two example of continuous random variables are:
The life of a device.
Temperature readings in a turbulent ow eld.
2
1.4
Cummulative distribution function
The probability that X x, P (X
tion. The CDF is dened as
x) = F (x) is the cummulative distribution funcn
X
F (x) =
for discrete X xn and as
F (x) =
i=1
Zx
1
p(xi )
f (t)dt
for continuous X x.
Note that if a < b then F (a) F (b), limx!1 F (x) = 1, limx! 1 F (x) = 0 and P (a X b) = F (b) F (a).
Exercise. Determine the probabilities of various outcomes in tossing a loaded die and
also the probability that a device has a certain life.
1.5
Expectation and Moment Generating Function
The expected value of a random variable X , the expectation of X is
E (X ) =
for discrete X and
E (X ) =
n
X
xi p(xi )
i=1
Z1
1
xf (x)dx
for continuous X . E (X ) is also called the mean or the rst moment of X . Generalizing,
the nth moment of X is
E (X n) =
for discrete X and
E (X ) =
n
X
i=1
Z1
1
xni p(xi )
xnf (x)dx
for continuous X .
A moment generating function of a random variable X can be dened as
(t) =
E (etX )
=
3
Z
etX dF (x)
Moments of all orders for X are obtained as the derivatives of . The existence of a moment
generating function uniquely determines the distribution of X .
The variance of X , V (X ) = var(X ) = 2 is
2 = E ((X
E (X ))2) = E (X 2 ) (E (X ))2
p
The standard deviation of X is = 2 . The third and fourth moments of a distribution
are associated with its skewness and its kurtosis, respectively.
Exercises. Determine the expectations of various outcomes in tossing a loaded die and
that of certain device having a certain life.
Another important statistic is the covariance of two random variables X and Y , Cov(X; Y ).
This is dened as
Cov(X; Y ) = E (XY ) E (X )E (Y )
If Cov(X; Y ) = 0 the variables are said to be uncorrelated. Further, the autocorrelation
coeÆcient, (X; Y ) is dened as
Cov(X; Y )
(X; Y ) =
1
(var(X )var(X )) 2
The conditional probability gives the probability that a random variable X = x given
that Y = y and is dened as
P (X = x; Y = y)
P (X = xjY = y) =
P (Y = y)
Exercise. In a population of N people NA are color blind, NH are female and NAH are
color blind females. If a person chosen at random turns out to be a female, what is the
probability that she will also be color blind?
1.6
Law of Large Numbers and the Central Limit Theorem
The following limit theorems are of fundamental and practical importance. They are given
here withour proof.
The strong law of large numbers states that if the random variables X1; X2 ; :::; Xn
are independent and identically distributed (iid) with mean then the limit
Pn
X
lim 1 i = nlim
!1 X = n!1 n
with probability P = 1.
Furthermore if the variance of the distribution of the Xi above is 2 , the central limit
theorem states that
Za 1
X x2 =2 dx
p
p
lim
P
[
a
]
=
e
n!1
= n
1 2
4
In words theptheorem states that the distribution of the normalized random variable
(X )=(= n) approaches the standard normal distribution of mean 0 and standard
deviation 1.
2
Discrete Distributions
2.1
Bernoulli distribution
For an experiment consisting of n independent trials each with two possible outcomes, namely
success and failure. If Xj = 1 for a success and Xj = 0 for failure and the probability of
success remains constant from trail to trail, the probability of success at the j th trial is given
by the Bernoulli distribution as follows
8
>
xj = 1; j = 1; 2; :::; n
<p
pj (xj ) = p(xj ) = > 1 p = q xj = 0; j = 1; 2; :::; n
:0
otherwise
Note that E (Xj ) = p and V (Xj ) = pq.
The outcome of tossing a fair coin n times can be represented by a Bernoulli distribution
with p = q = 21 .
2.2
Binomial distribution
The number of successes in n Bernoulli trials is a random variable X with the binomial
distribution p(x)
!
8
>
< n px q n
p(x) = > x
:0
where
n
x
!
=
x
x = 0; 1; 2; :::; n
otherwise
n!
x!(n x)!
Note that E (X ) = np and V (X ) = npq.
Consider as an example the following situation form quality control in chip manufacture
where the probability of nding more than 2 nonconforming chips in a sample of 50, is
!
2
X
n
x 50
P (X > 2) = 1 P (X 2) = 1
x pq
x=0
5
x
2.3
Geometric distribution
The number of trials required to achieve the rst success is a random variable X with the
geometric distribution p(x)
p(x) =
(
qx 1 p x = 1; 2; :::
0
otherwise
Note that E (X ) = 1=p and V (X ) = q=p2.
Exercise. In acceptance sampling one must determine, for example, the probability that
the rst acceptable item found is the third one inspected given that 40% of items are rejected
during inspection. Determine the values of x and q and nd p(x).
2.4
Poisson distribution
If > 0, the Poisson probability mass function is
p(x) =
(
exp( )x
x!
x = 0; 1; 2; :::
otherwise
0
Note that E (X ) = V (X ) = . The cummulative distribution function is
F (x) =
x exp( )i
X
i!
i=0
Examples of Poission distributed random variables include
3
3.1
The number of customers arriving at a bank.
Beeper calls to an on-call service person.
Lead time demand in inventory systems.
Continuous Distributions
Uniform distribution
For a random variable X which is uniformly distributed in [a; b] the uniform probability
density function is
f (x) =
(
1
b a
0
axb
otherwise
6
while its cummulative distribution function is
8
>
< 0x
F (x) = > b
:1
x<a
ax<b
xb
a
a
Note that P (x1 < X < x2 ) = F (x2 ) F (x1 ) = x2b ax1 . Note also that E (X ) =
2
V (X ) = (b 12a) .
Examples of uniformly distributed random variables could be:
3.2
a+b
2
and
Interarrival time for calls seeking a forklift in warehouse operations.
Five minute wait probability for passanger at a bus stop.
Readings from a table of random numbers.
Exponential distribution
If > 0, the exponential probability density function of X is
f (x) =
(
exp( x) x 0
0
elsewhere
while its cummulative distribution function is
F (x) =
(
0R
x
0 exp(
x<0
t)dt = 1 exp( x) x 0
Note that E (X ) = 1= and V (X ) = 1=2.
Examples of exponentially distributed random variables include:
Interarrival times of commercial aircraft at an airport.
Life of a device.
The exponential distribution possesses the memoryless property, i.e. if s 0 and t 0
then P (X > s + tjX > s) = P (X > t). Clearly, unless there is agreement beforehand the
time one person arrives at the bank is independent of the arrival time of the next person.
Another example is that of the life of a used component which is as good as new. In the
discrete case the geometric distribution also possesses the memoryless property.
7
3.3
Gamma distribution
The gamma function of parameter > 0, ( ) is
( ) =
Z1
0
x 1 exp( x)dx
Note that ( ) = ( 1) ( 1) = ( 1)!
A random variable X has a gamma probability density function with shape parameter and scale parameter if
f (x) =
(
(x) 1 exp(
( )
0
x) x > 0
otherwise
The cummulative distribution function is
F (x) =
(
1
0
R1
x
(t) 1 exp(
( )
t)dt x > 0
x0
Note that E (X ) = 1= and V (X ) = 1=2.
3.4
Erlang distribution
If above = k where k is an integer, the Erlang distribution of order k is obtained. The
cummulative distribution function is
F (x) =
(
1
0
Pk
1 exp( kx)(kx)i
i=0
i!
x>0
x0
Examples of gamma distributions occur for random variables associated with the reliability function and in the probability that a process consisting of several steps will have a
given duration.
3.5
Normal distribution
A random variable X with mean and variance 2 has a normal distribution (X
N (; ) if its probability density function in x 2 [ 1; 1] is
f (x) =
p1
2
The cummulative distribution function is
F (x) = P (X x) =
e
Zx
1 x 2
2( )
p1
1 2
8
e
1 t 2
2( )
dt
The standarized random variable Z = (X )= has mean of zero and standard deviation
of 1. Its probability density function is:
(z ) =
p1
2
and the cummulative distribution function is
(z ) = P (X x) =
e
z2
2
Zz
1
p
1
2
e
t2
2
dt
Examples of normally distributed random variables abound. A few of them are:
3.6
Time to perform a task.
Time waiting in a queue.
lead time demand for an item.
Weibull distribution
A random variable X associated with the three parameters 1 < < 1 (location), > 0
(scale) and > 0 (shape), has a Weibull distribution if its probability density function is
(see Fig. 6.20, p. 216)
f (x) =
(
x 1 exp(
( )
0
( x ) ) x > otherwise
If = 0 and = 1, the probability density function becomes
f (x) =
(
1 x 1 exp(
()
0
( x ) ) x > 0
otherwise
the exponential distribution with parameter = 1=. The mean and variance of the Weibull
distribution are, respectively E (X ) = + ( 1 + 1) and V (X ) = 2 ( ( 2 + 1) ( 1 + 1)2).
Examples of Weibull distributed random variables include:
Mean time to failure of at panel screens.
Probability of clearing an airport runaway within a given time.
9
3.7
Triangular distribution
The triangular probability density function is (see Fig. 6.21, p. 218)
8
>
<
f (x) = >
:
2(x a)
(b a)(c a)
2(c x)
(c b)(c a)
0
While its cummulative distribution function is
8
>
>0
>
< (b (xa)(ac)2 a)
F (x) = >
2
1 (c (cb)(xc) a)
>
>
:1
axb
bxc
otherwise
xa
a<xb
b<xc
x>c
The mean E (X ) = (a + b + c)=3 and the mode M = b. The median is obtained by setting
F (x) = 0:5 and solving for x.
The triangular distribution is a useful one when the only information one has available
about the random variable are its extreme and its maximum values.
4
Empirical Distributions
If the distribution function of a random variable can not be specied in terms of a known
distribution and eld data is available, one can use an empirical distribution. Empirical
distributions can be discrete or continuous.
5
Inferences, Estimation and Test of Hypotheses
Statistical inference is a collection of methods designed to investigate the characteristics
of a certain population using only information obtained from a random sample extracted
from such population. Inference is an aid in making decisions confronted with uncertainty
and it is the foundation of modern decision theory.
Estimation consists in the determination of the value or range of values of a parameter
of the population using the sample data. Condence intervals with a specied degree of
condence are used in interval estimation.
Sometimes, rather than in the value of a parameter one is interested in the validity of
a certain statement (hypothesis testing). In such cases one can encounter the following
situations:
Accept the statement, it being true (No error is involved).
Reject the statement, it being true (Type I error).
10
Accept the statement, it being false (Type II error).
Reject the statement, it being false (No error is involved).
One is then interested in the probabilities of incurring in Type I and Type II errors
(respectively, and ).
Two commonly used statistical inference tests in simulation modeling are the Chi squared
and Kolmogorov-Smirnov tests.
Exercise. Do some research and nd out how are the Chi-squared and the KolmogorovSmirnov tests performed.
6
Useful Probabilistic and Statistical Models
6.1
Stochastic Processes
A stochastic process takes place in a system when the state of the system changes with
time in a random manner. Many if not most natural and/or human-made processes are
stochastic processes, although in some cases the random aspects can be neglected.
6.2
Poisson Process
Often one is interested in the number of events which occur over a certain interval of time,
i.e. a counting process (N (t); t 0). A counting process is a Poisson process if it
involves
One arrival at a time.
Random arrivals without rush or slack periods (stationary increments).
Independent increments.
Under these circumstances, the probability that N (t) = n for t 0 and n = 0; 1; 2; ::: is
exp( t)(t)n
n!
This means that N (t) has a Poisson distribution with parameter = t. Its mean and
variance are E (N (t)) = V (N (t)) = = t. It can be shown that if the number of arrivals
has a Poisson distribution, the interarrival times have an exponential distribution.
The random splitting property of Poisson processes states that if N (t) = N1 (t)+N2 (t)
is Poisson with rate , then N1 and N2 are independent Poisson with rates p and (1 p),
where p and1 p are the probabilities of the branches N1 and N2 . Similarly, if N1 (t)+ N2 (t) =
N (t), the reverse is true (random pooling property).
P (N (t) = n) =
11
6.3
Markov Chains and the Kolmogorov Balance Equations
If the future probability characteristics of a system in which a stochastic process is taking
place depend only on the state of the system at the current time, one has a Markov process
or chain. The eect of the past on the future is contained in the present state of the system.
As a simple example of a Markov chain consider a machine that works until it fails
(randomly) and then resumes work once is repaired. There are two states for this system,
namely
The machine is busy (S0)
The machine is being repaired (S1 )
The system moves from state S0 to S1 at a rate and from S1 back to S2 at a rate .
Exercise. Make a graph representing the above Markov chain.
As a second example consider now a facility where two machines A and B perform an
operation. The machines fail randomly but resume work once they are repaired. The four
possible states of this system are
Both machines are busy (S0)
Machine A is being repaired while B is busy (S1 )
Machine B is being repaired while A is busy (S2 )
Both machines are being repaired (S3 )
Now 1 and 2 are, respectively, the failure rates of machines A and B while 1 and 2 are
the corresponding repair rates.
Exercise. Make a graph representing the above Markov chain.
The Kolmogorov Balance Equations are dierential equations relating the probabilities of the various states involved in a Markov chain P0 ; P1 ; P2 and P3 . They are obtained
by a probability balance on the states. For the second example above they are
dP0
= 1 P1 + 2 P2 (1 + 2)P0
dt
dP1
= 1 P0 + 2 P3
dt
(1 + 2)P1
dP2
= 2 P0 + 1 P3
dt
(1 + 2 )P2
dP3
= 2 P1 + 1P2 (1 + 2 )P3
dt
Under steady state or equilibrium conditions the time derivatives are zero and the probabilities are then related by a system of simultaneous linear algebraic equations.
12
6.4
Queueing Systems and Little's Formula
A queueing system involves one or more servers which provide some service to customers
who arrive, line up and wait for service at a queue when all the servers are busy. Typically,
both arrival and service times are random variables. The single server queue consists of a
single server and a single queue. If the interarrival times of customers and the service times
are exponentially distributed the resulting queue is known as the M=M=1 queue.
Interarrival and service times in queues are often modeled probabilistically. Two
examples of queueing systems are:
Interarrival times of mechanics at a centralized tool crib.
Number of mechanics arriving at a centralized tool crib per time period.
Random interarrival and service times are often simulated using exponential distributions. However, sometimes a normal distribution or a truncated normal distribution may
be more appropriate. Gamma and Weibull distributions are also used.
An important parameter of the queueing system is the server utilization given by
=
where is the arrival rate of customers from the outside world into the queueing system and
is the service rate.
The single server queue can also be regarded as a Markov chain in which the various
states are distinguished only by the number of customers waiting in the queue. Let us call
the corresponding states S0 ; S1 ; :::; Sn . The system can then move into state Si either from
Si 1 (if a new customer arrives before service is completed for the customer being served)
or from Si+1 if service is completed and the next customer in line begins service before any
new arrival. Let i;j be the rate at which the system transitions from state Si to state Sj .
Exercise. Make a graph representing the Markov chain for the single teller queue.
If the queue is at steady state, the Kolmogorov equations yield
::: Pn = n 1;n 1;2 0;1 P0
n;n 1:::2;1 1;0
where Pn is the probability of encountering n customers in the system and 0;1 = .
Exercise. Derive the above expression.
In investigating queueing systems one is interested in performance measures such
as the expected number of customers in the system L, the expected number of
customers in the queue Lq , the expected wait time of customers in the system W ,
and the expected wait time of customers in the queue Wq . The above expectancies
are related by Little's Formula. The formula simply states that
L = W
13
or that
Lq = Wq
Exercise. Derive the above expression relating L and W .
Many queueing problems have been solved yielding closed form expressions for the above
performance parameters. For instance, for the M=M=1 queue at steady state the results are
as follows
L
= 1 W 1 = (11 )
2
2
Lq ( ) = 1 Wq ( ) = (1 )
Pn (1 )( )n
6.5
Inventory systems
Typical random variables in inventory systems are: 1) the order size, 2) the time between orders and 3) the lead time. For order size, geometric, Poisson and binomial
distributions are often used. For times, the gamma distribution is used.
6.6
Reliability and maintainability
Time to failure of complex components is usually represented with the Weibull distribution. If failures are completely random, the exponential distribution is used but if failure
times uctuate equally around a mean, the normal distribution may be more appropriate.
The lognormal distribution can also be used.
6.7
Limited data
For incomplete data uniform, triangular and beta distributions are used.
14
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